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[bookmark: _Toc427082818][bookmark: _Toc427325429]Executive Summary

The aim of this deliverable is to report on the final version of the integrated p-medicine platform. Based on the refined and final p-medicine architecture, the corresponding p-medicine platform has been built comprising a core set of its functional elements. Based on selected and prioritized scenarios drawn from the end user requirements, an iterative integration planning was assembled and executed in order to address as many as possible functional profiles and facets of the architecture. The final, integrated p-medicine platform demonstrates functionality on different functional profiles of the architecture, addressing the concerns and requirements of different stakeholders of the architecture and has built the core architectural elements that comprise the basis for an expanded platform, as the architecture proposes. Parts of the integrated platform had been presented during the 3rd and 4th annual reviews of the p-medicine project, in demonstrator scenarios in each functional domain of the selected use cases. 
[bookmark: _Toc427082819][bookmark: _Toc427325430]
Introduction
The aim of the task 8.6 of the p-medicine project is “to deliver an intuitive user level application where users are able to discover the most applicable tools for analysing the data at hand, combine these tools into potentially complex data flows and pipelines, and furthermore to keep an archive of their data processing pipelines, which can be shared and reused by other users”. 

To this end, an elaborate user requirement analysis was performed in D2.2[footnoteRef:3] and characteristic use cases were documented. Based on these usage scenarios, the p-medicine architecture was defined in D3.2[footnoteRef:4] and subsequently in D3.5[footnoteRef:5] where it is described how the various software components which provide the envisaged functionality formulate an integrated platform.  [3:  P-Medicine deliverable D2.2 “Definition on scenarios and use cases and report on scenario based user needs and requirements”]  [4:  P-Medicine deliverable D3.2 “Initial System Architecture”]  [5:  P-Medicine deliverable D3.5 “Final System Architecture”] 


A core set of use cases were selected as the basic required functionality for the integrated platform, in order to build a base for the implementation of the core set of architectural components of the final integrated p-medicine platform. In an iterative approach, the evaluation from the users, the feedback from the developers and the gradual addition of further architectural elements resulted in updates to the architecture and refinements to the platform into a convergent final integrated platform. In order to stimulate the implementation of the architecture in many different directions and to address the concerns of different stakeholder groups, we selected usage scenarios in different functional profiles, trying to cover a spherical view of the architecture. 
In the 3rd annual review of the p-medicine project the selected integration and demonstration scenarios were the DICOM scenario, the Pathway Analysis scenario, the Biobanking scenario and the Patient Empowerment scenario. Additionally, we designed a new, Integrated Scenario, to demonstrate the information integration, by combining data from heterogeneous sources within p-medicine and using the platform to produce new knowledge out of it. These scenarios addressed the concerns and provided functionality both to clinicians, bioinformaticians and patients and covered aspects of the architecture in many different layers, such as data upload and sharing within the p-medicine infrastructure, using and analysing data with analytical tools and services, providing services and intuitive user interfaces to patients, linking the p-medicine system with external systems and providing tools for conducting or enhancing clinical trials.
In the 4th annual review we adapted and extended some of the scenarios above (Patient Empowerment, Integrated scenario) to highlight the latest development and advancements in a number of fronts, as well as we introduced new demonstration scenarios (CDS + Pathway Analysis, CDS + Oncosimulator, CDS + Data Mining tools) to highlight the integration aspects of many p-medicine tools within a clinically relevant scenario, with the Clinical Decision Support system. 
In the following sections we provide a brief outline of the p-medicine architecture, of which a complete documentation can be found in D3.5, and we describe the process we used to select and prioritize the scenarios for the final integrated platform. We describe in more detail the demonstration scenarios, parts of which have been demonstrated also to the annual reviews of the project. Finally we present the deployment view of the p-medicine architecture which describes the technical aspects of the final platform and the execution environment of the core components.
[bookmark: _Toc86673683][bookmark: _Toc427082820][bookmark: _Toc427325431]Architecture of p-medicine platform
In this section we briefly outline some aspects of the architecture, which are fully described in detail in D3.5, in order to present the process of transitioning from the design of the architecture to the implementation of the final integrated platform. 

1.1 [bookmark: _Toc427325432]Functional profiles
The p-medicine system is not a classic monolithic system that usually features a layered architecture. As the p-medicine project addresses the concerns and requirements of many different stakeholders and in different domains, it can better be described as an ‘ecosystem’ of functional components, clustered in sets based on different functional profiles on corresponding domains. These clusters of functional components are glued and interlinked via core software elements and programming interfaces of the architecture (Figure 1). The clustering has been based on functional profiles that address the concerns of subsets of the stakeholders and use, accordingly, subsets of the available software components and other architectural elements (data sets, libraries etc.).


[image: ]
[bookmark: _Ref386215723][bookmark: _Toc427325482]Figure 1 The main application areas of the p-medicine

Based on the initial list of user scenarios (D2.2) that describes the envisioned end-user functionality, we identified distinct ‘clusters’ of scenarios which highlighted the corresponding functional profiles and we sketched an (initial) meta-view of the p-medicine functionality (Figure 2). 

[image: ]
[bookmark: _Ref386217487][bookmark: _Toc427325483]Figure 2 p-medicine Functional profiles: the Functional (meta)view
1.2 [bookmark: _Toc427325433]Integration through demonstration scenarios
The implementation of the initial integrated platform (described in D8.6.2[footnoteRef:6]) was based on a selected scenario (named “end-to-end scenario”) which included many core components of the architecture that was necessary to formulate the basis for the growth of the platform. This scenario, aimed mainly to address and demonstrate the data upload and sharing process in p-medicine: how data can be exported from a hospital database, imported into the p-medicine framework within a secure infrastructure and, by following all the legal procedures, stored in the data warehouse and then analysed with meaningful biomedical workflows, with appropriate user interface. This initial implementation of an integrated platform, not only demonstrated early functionality of the platform, but also prepared the ground for the gradual growth of the p-medicine “ecosystem” based on the central components of the architecture such as the Portal, the Data Warehouse, the p-medicine Workbench, OBTIMA, the Ontology Annotator, the cloud services etc. These components provided functionality in all different layers of a typical architecture, the presentation layer, the business logic layer, the data integration layer, the infrastructure layer and also cross-cutting layers such as the security framework.  [6:  P-Medicine deliverable D8.6.2 “Initial version of the p-medicine integrated platform”] 


1.3 [bookmark: _Toc427325434]Integration roadmap
The next logical step was to prepare an integration strategy, a roadmap, for iterative convergence into the final integrated platform based on prioritized scenarios. The extensive list of user scenarios provided in D2.2 was necessary in order to provide a narration to the developers of the vision of p-medicine; however it is unrealistic to expect that all these scenarios can be fully implemented within the context and duration of p-medicine project. The goal of p-medicine was to architect this vision and to provide the ground for this platform to exist and expand even after the completion of the project. Based on this, we selected characteristic scenarios from different functional profiles, in different domains, in order to provide a spherical view of the p-medicine architecture and to highlight different aspects of what we call individualized medicine, which is the ultimate goal of p-medicine. The selected scenarios, demonstrated in the 3rd annual review of the project were:
· The DICOM scenario
· The Pathway Analysis scenario
· The Biobanking scenario
· The Patient Empowerment scenario

The selected scenarios, to be demonstrated in the 4th (final) annual review of p-medicine are:
· The Patient Empowerment scenario, enhanced with new functionality
· The Clinical Decision Support scenario, separated in distinct scenes, showing integration aspects with other components of the platform such as
· The Pathway Analysis tools (CDS + Pathway Analysis)
· The Oncosimulator (CDS + Oncosimulator)
· The Data Mining tools (CDS + Data Mining)
· The Integrated scenario

These scenarios demonstrated different aspects of the personalized medicine vision, implemented the core software components on each functional profile and provided the basis for the final platform to provide functionality to different stakeholder groups such as the clinicians (DICOM scenario), the bioinformaticians (Pathway Analysis scenario) and the patients (Patient Empowerment scenario), as well as to demonstrate how the p-medicine platform can be connected with external systems and, apart from the internal p-medicine functionality, add extra value also to the wider community (Biobanking scenario, CDS scenario). Since these scenarios target to different stakeholder groups and offer different functionality, we identified a possible concern that the scenarios may be thought of being isolated from each other and the platform be comprised of independent clusters of functional components that are loosely connected to the architecture, with a low integration level. 
[bookmark: _GoBack]This concern of course has not real basis; those scenarios are linked together to a common, integrated platform through core components of the architecture mentioned above, such as the Portal, the Data Warehouse, the Workbench, the Ontology Annotator and of course the common security framework. Furthermore, the p-medicine architecture as documented in D3.5 provides extended descriptions of the programmatic interfaces (API) of its core components, in order to enable other existing or future software components to be linked, or different functional domains to be easily addressed. However, trying to provide a further validation of the architecture as an integrated platform, we designed an integrated scenario, with the very innovative name Integrated scenario, that aims to demonstrate the achieved and further planned integration not only through common software components but also through the integration of information; the usage of heterogeneous data sources for the production of new knowledge within p-medicine that can then be re-applied in different functional domains of the platform and, ideally, to enhance individualized medicine. 

Elaborate descriptions of the scenarios above are provided in section 5.

[bookmark: _Ref425786383][bookmark: _Toc427082821][bookmark: _Toc427325435]Core components of the p-medicine platform
The p-medicine platform addresses the needs for personalized medicine by providing technical solutions to its constituent domains or functional profiles. These solutions for the domain specific use cases are realized by various components that interoperate under a common security framework. Figure 3 depicts the platform’s most important components and the interactions between them and with the external entities and stakeholders when they operate in the supported contexts, e.g. for Clinical Decision Support, Patient Empowerment, etc.
[image: ]
[bookmark: _Ref427075908][bookmark: _Toc427325484]Figure 3 The application areas for personalized medicine and the p-medicine components as positioned in the different contexts of use.

Initial information regarding each component has been provided in D8.6.2 and detailed information for most of these components have been provided in other deliverables in the Work Packages that each component was mostly developed. Below we give a summary for the final, integrated version of each component for completeness sake of this document; for an elaborate description of each p-medicine tool or architectural component we suggest that the reader refers to the corresponding deliverables.
1.4 [bookmark: _Toc427325436]The p-medicine Portal
The initial description of the p-medicine portal is available in the deliverable D8.1.2[footnoteRef:7].  [7:  P-Medicine deliverable D8.1.2 “Design and prototype implementation of the p-medicine portal”] 

Below we describe some modifications and extensions included in the final version.
p-medicine portal instances
There are available two versions of the portal with separated security infrastructures provided by CUSTODIX: 
· The test version hosted in IBMT: https://pmedportal.ibmt.fraunhofer.de/
· All p-medicine tools and services can be tested on this instance
· Only test data (e.g. for clinical trials) are used on this instance
· The productive version hosted in PSNC: https://pmedportal.vph.psnc.pl/
· Only tested p-medicine services and tools are deployed on this instance
· Real data could be used on this instance

Accessing p-medicine services and tools
There is a simplified access to the p-medicine services and tools provided on the start page shown after login:
[image: ]
After using the link “Start using p-medicine” the following view will be presented to users:
[image: ]
Another possibility to access the p-medicine services and tools is when using the “p-medicine Tools” option in the navigation menu where an overview of resources including web links for accessing them will be shown:
[image: ]

P-medicine users can access the resources using links in the submenu of the “p-medicine Tools” option in the navigation menu:
[image: ]

P-medicine services and tools
The following services and tools are additionally available in the portal:
· Query Builder: The Integrated Query Builder is an application for generating SPRQL queries using the databases selected by the user and shown by the interface.
· Cloud Services: The p-medicine Cloud Storage System provides REST interfaces for managing file storing in the cloud environment and it is built based on the open source cloud storage technology OpenStack Object Storage (Swift) technology. It provides access to reliable storage space taking into account requirements from different end user scenarios: long term data preservation on the one hand, as well as fast access to application data in the workflow execution.
· Ontology Annotator: The Ontology Annotator tool is aimed at integrating databases in the p-medicine platform. This tool provides a graphical user interface for defining mappings between databases and HDOT (the ontology of p-medicine).
· Ontology Aggregator: The Ontology Aggregator tool is a tool for aggregating semantic resources in an (semi-)automated fashion under HDOT. The goal is to explore ways of creating HDOT-modules automatically from a set of pre-selected semantic resources. The purpose of the ontology aggregator tool is to allow users to find and select relevant parts of semantic resources and semi-automatically integrate those parts under HDOT, i.e. users can re-use pre-existing semantic resources and extract classes or terms from them to design specific HDOT modules for their specific needs.
· Biovista Correlation Viewer: The main goal of this application is to be as user friendly as any well known search engine application, like Google, Yahoo or Bing.
· Biovista Concept Explorer: Concept explorer is a visual bibliographic search tool. Which means that unlike PubMed or Google, when users type in a search term, instead of a list of publications, they get a visual network of related terms.
User documentation
User documentation for two user categories of the p-medicine portal – for clinicians/researchers and for developers – is available in the portal:
[image: ]

The user documentation for clinicians and researchers contains descriptions how to use the available resources (as text documents and videos) and a description of the portal user interface. 
[image: ]

The user documentation for developers includes instructions to developers on how to integrate own tools and for the portal administration (as documents and videos):
[image: ]

1.5 [bookmark: _Toc427325437]The p-medicine Workbench
The p-medicine workbench is essentially a registry where the p-medicine tools and other tools outside of p-medicine are registered with the proper metadata annotation so that user activities such as browsing the registry or discovering the appropriate tools are supported in an efficient way. As a tool registry, the workbench provides information about potentially useful tools in the domain of clinical and biomedical cancer research. The clinicians, which are the workbench primary users, can locate the most appropriate tool for a given scenario or clinical context though various navigation and search strategies. For example they can use predefined classification schemes (e.g. EDAM[footnoteRef:8] terms), user provided “tags” and rating mechanisms, user profile-based (e.g. clinicians or bioinformaticians) ranking and filtering, etc. Finally it features a free-text search functionality that proposes the most applicable tools for answering users’ questions or even recommends the combined use of multiple tools (e.g. in a pipeline) using natural language processing (NLP) algorithms. [8:  EDAM Ontology, http://edamontology.org/  ] 

[image: Workbench_architecture.png]
[bookmark: _Ref425768462][bookmark: _Toc427325485]Figure 4 The architecture of the p-medicine workbench.

The generic application architecture is shown in Figure 4. The user does not directly interact with the Workbench. Instead, there's the workbench "portlet" in the p-medicine portal that provides the user interface for this service. The core of the application is the workbench server that offers a “RESTful” programmatic interface (API) for accessing and managing the contents of the registry and answering user queries. More details about this programming interface can be found in deliverable D3.5.
In the following paragraphs we describe the two main components of the workbench: the user interface through the p-medicine portal and the workbench backend server.
The workbench portlet
The p-medicine users access the functionality of the workbench through the portal[footnoteRef:9]. There is a specific “portlet” (i.e. a section or an area in the web page of the portal) that is devoted to the interaction with the contents and the functionality of the workbench.  [9:  P-Medicine deliverable D8.1.2 “Design and prototype implementation of the p-medicine portal”] 

Figure 5 shows the welcome screen of this portlet. Since there may be different types of users with different needs and requests the workbench offers specialized views based on the users profiles. The user is therefore asked to select one of the supported user “personalities”: Clinician, Scientist (e.g. computational biologist), Analyst (e.g. bioinformatician), Developer, or proceed with no specialized interface. In the following we show the view of the workbench when none of the given profiles is selected so as to demonstrate the full set of capabilities of the portlet.

[image: ]
[bookmark: _Ref425768568][bookmark: _Toc427325486]Figure 5 Workbench: The first page of the workbench portlet asks the user for her profile.

After the selection of the user’s profile the user is presented with a number of tabs as shown in the next figure. The first one is the “recommended applications” based on the user’s selected profile.
[image: MacSSD:Users:ssfak:Desktop:SimpleCap Images:150725-0001.png]
[bookmark: _Toc427325487]Figure 6 Workbench: The "recommended applications" view of the portlet.
On the right side of this view the user can set some criteria to further filter the recommended applications based on the categories and the “tags” (keywords) that describe the tools. For each tool some basic information like the name of the tool, its description, its rating (number of “likes” and “dislikes”), and the associated “tags” is shown. More details are provided when the “more” link is pressed. The following figure illustrates this additional information:
Name of the tool
Tags that have been assigned to this tool so far
Further information (date of creation, technology type, etc)
Like or dislike the tool
A new custom tag be assigned to the tool
Navigates to the form of the tool (Tool Registration Form) for editing its information
Tool’s operations
Current rating of the tool
Making the tool favorite or reversing the action
Description of the tool

[bookmark: _Toc427325488]Figure 7 Workbench: Get additional info for an application.
In the case of a tool that is actually a “Data Access Query” (i.e. a query for the Data Warehouse), the user is able to see and download the source code of the query and also to download the data that the query returns:
[image: ]
[bookmark: _Toc427325489]Figure 8 Workbench portlet: Get source code of a "Data Access Query"
In addition to the recommended tools the user is able to locate more tools by providing some words to be searched in the descriptions and the names of the tools. Similarly to the “recommended apps” view, the user is also able to search only the tools in a specific category or with specific tags. In the following figure the user searches for tools that belong to the category “Microarrays”, have been tagged with the “Biology” keyword, and have the word “affymetrix” in their name or description.
[image: ]
[bookmark: _Toc427325490]Figure 9 Workbench: Searching for tools.
Especially for clinicians, a natural language interface is available in the “NLP search” tab (Figure 10). In this interface the user gives two phrases: the first one is the current situation or condition, while the second one is related to information he/she is seeking. These phrases are parsed and “decoded” using natural language processing (NLP) mechanisms in the workbench server in order to either locate tools that can be (in isolation or in combination with other tools) directly applied or partially used to answer user’s question. 
[image: ]
[bookmark: _Ref425769115][bookmark: _Toc427325491]Figure 10 Workbench: Searching for tools based on the user's free text (natural language) query.
The applications that the user has made its favorites are available in the “My Apps” tab:
[image: ]
[bookmark: _Toc427325492]Figure 11 Workbench: The favorite applications of the current user

Finally, for the users that have the required access rights, the registration of new tools is available. The following illustration provides the details about the tool annotation and its publication in the workbench. 
Metadata information of the tool
Tags of the tool
Categories where the tool belongs 
Source code of the tool (If that is available)
Source Code is only available if the technology type selected is either “Data Access Query” & “R-script”.
Ontology Tree for Operation terms, which can be associated with tool’s operations). Terms can be dragged & dropped onto the respective area in the “Operation – Medatada” panel
Ontology Tree for Input & Output terms which can be associated with tool’s inputs & outputs (Drag & drop)
List of operations of the tool
List of inputs of the tool
Form for editing operation’s information (for the selected operation)
Form for editing input’s information (for the selected input)
Panels for the inputs & outputs of the selected operation
Ontology Tree terms which can be associated with the whole tool (checked terms are added to the list of user selected terms)
Tool’s description that shows the relation between suggested terms and user’s input (key words are highlighted and numbered accordingly)
List of suggested ontology terms derived from the tool’s description
List of selected terms to be associated with the tool
The tool is saved and added to the list of pending tools by pressing this button.

Canceling will reset the form.

[bookmark: _Toc427325493]Figure 12 Workbench: Tool annotation and publication.
The workbench server
The server side of the workbench is responsible for implementing the functionality that the portlet offers to its users. The application programming interface (API) that the server supports is based on the HTTP application protocol, the JSON[footnoteRef:10] message encoding format, and the SAML[footnoteRef:11] based authentication and authorization.  [10:  JavaScript Object Notation, http://json.org/ ]  [11:  Security Assertion Markup Language, https://www.oasis-open.org/committees/tc_home.php?wg_abbrev=security ] 


[image: ]
[bookmark: _Ref425769231][bookmark: _Toc427325494]Figure 13 The domain model of the p-medicine workbench.
Its “domain model” includes the Tool as the central domain entity that can have a number of operations, each with a set of inputs and outputs (Figure 13). Each tool, operation, input, and output can be annotated with semantic terms from the EDAM ontology while Tools can also be classified into a predetermined (static) hierarchy of categories and in an open ended, unstructured set of Tags (keywords) submitted by the users. The users can also register their approval for specific tools using the “like” functionality of the system. Each Tool may also have an associated “file” that can be downloaded and used locally. This will be the case for tools that are standalone applications.  The programmatic interface of the p-medicine workbench is further described in Deliverable 3.5.
Integration and Collaborators
The workbench API allows the rest of the p-medicine platform to retrieve information about the availability of tools and services. Nevertheless the API is mostly used by the Workbench portlet as described in the previous paragraph for the end users that access the portal. Through the portlet pluggable tools (e.g. statistical models or computational and simulation algorithms) can be located and integrated in the clinical setting, for example for Clinical Decision Support. 
Furthermore there is special provision for the management of Data Warehouse queries. The Query Builder tool is a friendly web based user interface, also accessible through the portal, that supports the graphical construction of queries for the p-medicine Data Warehouse. This tool collaborates with the Workbench for the management of those queries. More specifically, the Query Builder submits the newly constructed queries to the Workbench so they can be published and shared among the p-medicine users. This way a bioinformatician or another user with no knowledge of the Data Warehouse schema can use the workbench to discover this query and even execute it. The execution of the query happens at real time since the Workbench collaborates with the Data Warehouse itself: the workbench submits the published query and retrieves its results that are then downloaded from the workbench portlet. It is important to note that these interactions among the Query Builder, the Workbench, and the Data Warehouse conform to the p-medicine security framework. For example the identity of the principal user is known and the proper authorization decisions are taken based on this on every component contacted. 


1.6 [bookmark: _Toc427325438]Data Warehouse
Functionality
Secure access to patient data, coupled to analysis tools running on that data, promises to revolutionize the clinical decision making process for the treatment of a wide range of diseases. The problem of sharing clinical data presents a major hurdle to overcome if patient specific data analytics and computer-based modelling are to be developed for medical research purposes and, ultimately, incorporated into clinical practice.

Because of this, the data sources held by hospitals represent a major resource that is currently not adequately exploited, either by researchers or clinicians. Digitized patient data collected as part of routine clinical practice, and which can be used as input to a wide range of analytics techniques, initially resides in information systems based within the individual hospital where the data is acquired. These data include medical images obtained through techniques such as magnetic resonance imaging (MRI) or computed tomography (CT), biopsy microphotographs, DNA and RNA sequence data, proteomics, metabolomics, and other kinds of medical records.

To make this personal data available to scientists and clinicians, within the p-medicine project we have developed a data warehouse into which data sources from multiple hospitals can be aggregated to generate substantially larger data collections upon which more comprehensive data analytics can be performed. The flexibility of the triplestore approach we use to store data also allows us to model data in new and innovative ways. Its novelty resides in its ability to seamlessly integrate large scale heterogeneous medical data in a secure, federated and distributed environment, spanning all levels from local, regional to national and international scales.

The data warehouse is described in detail in several p-medicine deliverables, principally D7.5[footnoteRef:12] and D7.3[footnoteRef:13]. [12:  P-Medicine deliverable D7.5 “Report on final system”]  [13:  P-Medicine deliverable D7.3 “Demonstration of system interface”] 

Integration
By its nature, the data warehouse must be closely integrated with many of the components of the p-medicine architecture. To facilitate the upload of data the warehouse links, through the TTP, to the upload service, and to the Obtima tool. The warehouse links to the Ontology Annotator to upload annotations for ingested data sets, and to the query building and portal tools to allow users to query data held in the warehouse.  The relationship with other p-medicine tools is shown in Figure 14. 

[image: ]
[bookmark: _Ref425520976][bookmark: _Toc427325495]Figure 14 The data ingestion workflow in the wider p-medicine informatics platform

Deployment
Instances of the data warehouse can be deployed centrally in the research domain or locally in the treatment domain. In a central data warehouse (CDW) deployment the data has been pseudonymised twice (the second pseudonymisation performed by the TTP) and is protected by a contractual framework and access controls, meaning the data can be regarded as de facto anonymous and can be used for research. 

In a local data warehouse (LDW) deployment the data is pseudonymised only once, with the pseudonymisation key kept by the hospital. That means re-pseudonymisation of the data in the LDWs and therefore reuse of that data for treatment purposes is possible, whereas for data stored in a CDW this is only possible under very limited circumstances. From the technical point of view, LDWs and CDWs are identical.

Within the p-medicine project, a production central data warehouse is deployed at Poznan National Supercomputing Centre (PSNC) for the storage of research data used by the p-medicine project, with production versions of the triplestore, filestore and imagestore deployed on the PSNC cloud infrastructure and integrated with the p-medicine security systems. A second development instance of the warehouse is deployed on a server hosted at University College London (UCL) for testing purposes by project developers.

1.7 [bookmark: _Toc427325439]Ontology Annotator tool
Functionality
The Ontology Annotator (OA) is a web-based tool aimed at data managers who wish to integrate their datasets in the p-medicine platform. It provides a graphical interface for defining data annotations that enable the semantic homogenization of data into terms of the HDOT ontology.

Database annotations in p-medicine have a specific format relying on view-to-view mappings from the dataset being integrated and HDOT. The OA employs a graph-based representation of both the database schema and the HDOT ontology to allow users define these view-based mappings. Figure 15 shows the main interface of the OA.

[image: C:\Users\Alberto\Desktop\Nueva carpeta\2 - professional mode.png]
[bookmark: _Ref425522468][bookmark: _Toc427325496]Figure 15 The OA main screen, with graphical representations of the database being integrated and the HDOT ontology.
In addition to the normal OA operation mode, the tool includes an assistant mode, capable of automatically inferring the simplest annotations. The user can initially employ this assistant mode in an annotation, by simply confirming or denying the generated mappings. For the annotation of more complex attributes, which the system is unable to find correct mappings, the user can switch to the classical mode. Figure 16 shows the OA in assistant mode.

[image: C:\Users\Alberto\Desktop\Nueva carpeta\3 - assistant mode.png]
[bookmark: _Ref425522523][bookmark: _Toc427325497]Figure 16 The assistant mode of the OA, providing natural language representations of the mapped views.

Further details of the OA can be found in deliverable 4.3 (Initial release of data integration technology), section 3.

Integration
The OA is connected in the p-medicine platform with the Data Warehouse. The OA takes its input data (database schemas) from the Data Warehouse filestore and submits the generated annotations to the same component. These annotations are plain XML files that follow the p-medicine annotation format. Each database in the Data Warehouse filestore can have only one annotation associated, as subsequent annotation submissions replace the previous one. The OA is also fully integrated in the p-medicine security framework.

The OA will be used to generate the necessary annotations for the integration of data in the final review. However, the OA will not be directly shown at this review, since its functionality has been demonstrated in previous reviews.

Deployment
The OA has been fully deployed in the production environment, and is available at https://pmedportal.vph.psnc.pl/ontology-annotator. The OA has been designed for usability, as it involves a lot of interfacing with the user, but little data processing. The OA will be available after the end of the project (installation files and instructions available in the project wiki). Minimum requirements are Java 7 or higher, Tomcat 7 or higher, an SQL database, and 100MBytes of free disk space.

1.8 [bookmark: _Toc427325440]Data Translation Service
Functionality
The Data Translation Service (DT) is a Java-based API that implements the algorithms for, given a database annotation previously generated with the OA, automatically translating the database to an HDOT compliant form. The Data Translation service does not have a user interface nor exposes a REST interface for accessing its functionality. Rather, it solely provides a programmatic interface. Further details of the DT can be found at deliverable D4.3[footnoteRef:14], section 4. [14:  P-Medicine deliverable D4.3 “Initial release of data integration technology”] 

Integration
The DT is connected to the Data Warehouse, as this is the tool that employs it for translating raw data from the filestore to HDOT-compliant data in the triplestore. For its operation, the DT receives a raw dataset in RDF, and its corresponding annotation. The output is the translated dataset, in N-Triples format. Since the DT is programmatically accessed by the Data Warehouse, it is not independently integrated in the security framework, but depends on this tool for security issues.
The DT will not form part of the final review.

Deployment
The DT is deployed in the production environment (through the Data Warehouse). Since it does not expose any interface to end-users, no usability aspects have been considered. Instead, the DT is designed for efficiency, and its algorithm is able to span translation tasks across multiple cores in distributed environments. The DT will be available after the project completion through the Data Warehouse. Requirements are Java 7 or higher.

1.9 [bookmark: _Toc427325441]Query Builder
Functionality
The Query Builder (QB) is a web-based tool targeted at clinical researchers and aimed at facilitating the definition of queries for data stored in the Data Warehouse. With this tool, users can build SPARQL queries with a few clicks, as all query language complexity is hidden. Furthermore, the tool provides a graphical representation of the datasets integrated in the Data Warehouse through a graph-based representation. This representation provides information of dataset size, available “joins” between pairs of datasets, and heterogeneity between datasets. Figure 17 shows the main screen of the QB.

[image: D:\p-medicine\WP08\D8.6.3\july2015\FireShot Screen Capture #012 - 'P-medicine' - tucidides_dia_fi_upm_es_9080_localTestQB_index_jsp.bmp]
[bookmark: _Ref425523224][bookmark: _Toc427325498]Figure 17 Main screen of the QB. Each node represents one integrated database. Each edge represents a join possibility between a pair of databases.

In the QB, each node of the displayed graph corresponds to a dataset that has been semantically integrated in the Data Warehouse. The name inside the node corresponds to the name provided by the user who defined the annotation for that dataset. The size of each node corresponds to the item count for the corresponding dataset. This way, users can get a rough estimate of the relative size of the available datasets. The edges connecting different nodes represent the availability of common items, granting the possibility of defining queries that retrieve joined data from more than one dataset.

Users can search for specific datasets by providing text in the upper left box, or by providing values in the sliders for size and creation date. The QB will highlight the matching results, as can be seen in Figure 18.

[image: D:\p-medicine\WP08\D8.6.3\july2015\FireShot Screen Capture #013 - 'P-medicine' - tucidides_dia_fi_upm_es_9080_localTestQB_index_jsp.bmp]
[bookmark: _Ref425523264][bookmark: _Toc427325499]Figure 18 By typing some text in the search box, the QB will highlight matching databases.

By clicking on one node, the QB will show detailed information for the corresponding dataset, including description, author of the dataset annotation, and item count. Figure 19 shows an example of this.

[image: D:\p-medicine\WP08\D8.6.3\july2015\FireShot Screen Capture #015 - 'P-medicine' - tucidides_dia_fi_upm_es_9080_localTestQB_index_jsp.bmp]
[bookmark: _Ref425523297][bookmark: _Toc427325500]Figure 19 Clicking on one of the nodes provides more detailed information about the database.

In order to build a query, a user must click twice on a node (one to select it, and another one to add it to the “query under construction”). When this happens, the QB generates a new rectangular node called QUERY, and that represents the query being built. By double clicking on other connected nodes, the user can add more datasets to the query. Finally, the right part of the screen allows the user to inspect and edit details of the query, such as the specific attributes that shall be retrieved by it. Figure 20 shows this.

[image: D:\p-medicine\WP08\D8.6.3\july2015\FireShot Screen Capture #014 - 'P-medicine' - tucidides_dia_fi_upm_es_9080_localTestQB_index_jsp.bmp]
[bookmark: _Ref425523328][bookmark: _Toc427325501]Figure 20 The specific attributes retrieved from each database can be selected. Clicking on the “submit” button will send the query to the Workbench.

The user can click on the “Submit SPARQL” button to finalize the query. A pop-up will prompt, asking the user to provide a name for the generated query. The query is stored in the p-medicine Workbench for later use by other tools, such as the Data Mining tools.

At any time, users can access a detailed tutorial of the application by clicking on the “Tutorial” button, located on the upper right corner.

Integration
The QB is connected to the Data Warehouse and the Workbench. The former provides annotations for those databases that have been successfully integrated in the triplestore (and therefore their data is accessible to other client tools in terms of the HDOT ontology). The latter receives and stores the queries that are generated by the QB. The generated queries are files using the SPARQL query language. The QB is fully integrated in the security framework.

The QB will be demonstrated in the final review, in the integrated scenario.

Deployment
The QB is deployed in the production environment through the URL https://pmedportal.vph.psnc.pl/query-builder. The QB is designed for usability, as its main goal is to allow the simple creation of queries for the Data Warehouse by non-technical users. The QB will be available after the end of the project (installation files and instructions available in the project wiki). Minimum requirements are Java 7 or higher, Tomcat 7 or higher, and 10MBytes of free disk space.

1.10 [bookmark: _Toc427325442]Ontology Aggregator tool
The Ontology Aggregator Tool (OAT)[footnoteRef:15] is a web-based tool and assists an end- user in the description and annotation process of biomedical data. When annotating her data the user applies the data annotation tool and chooses concepts that are provided by the Health Data Ontology Trunk (HDOT)[footnoteRef:16]. For specific purposes the ontology must be specialized and extended in simple dedicated modules. For this reason we foresee that in the data (schema) annotation process HDOT or pre-existing modules cannot provide all suitable concept for the description of data. At this point the OAT comes into play, i.e. is triggered by the data annotation tool so that the user can add the needed semantic description to HDOT and construct a specialisation in a module for it so that the user can then complete the data annotation task with the data annotation tool. [15:  Ontology Aggregator Tool, http://servet.dia.fi.upm.es:9080/OA/indexOAG.html ]  [16:  HDOT Ontology, https://github.com/ifomis/hdot] 

OAT shares API with data annotation tool. Data input is string (raw text) provided by the data annotation tool (or alternatively by the user).  Data output is an extension of HDOT in the form of an .owl-file. The OAT is integrated with the data annotation tool which in turn is integrated in p-medicine platform.
Several test cycles were conducted in which the OAT was able to deliver successful HDOT extensions in over 80% of cases. For its future use it requires the provision of a big ontological repository such as NCBO'S BioPortal[footnoteRef:17] and the accessibility of HDOT. It can be put to use to extend other ontologies and semantic resources, too, as long as there is an appropriate source repository and its output is limited to owl files. [17:  BioPortal, http://bioportal.bioontology.org/ ] 

A full description of the tool can be found in deliverable D4.5[footnoteRef:18]. [18:  P-Medicine deliverable D4.5 “Ontology aggregator prototype”] 

[image: C:\Users\gzaxar.ICS\Desktop\OAT GUI 1.jpg]
[bookmark: _Toc427325502]Figure 21 OAT GUI: search window

[image: C:\Users\gzaxar.ICS\Desktop\OAT GUI 2.jpg]
[bookmark: _Toc427325503]Figure 22 OAT GUI: example of a search result

1.11 [bookmark: _Toc427325443]ObTiMA
Functionality
ObTiMA (http://obtima.org/) is an ontology-based clinical trial management system intended to support clinicians in both designing and conducting clinical trials. Thus, ObTiMA enables not only specialized data management stuff to create CRFs, but trial investigators can assemble proper CRFs for their planned clinical trial. The design phase is facilitated by the Trial Builder in which different aspects of a clinical trial can be specified. For example, the outline and metadata of a trial or administrative data, but also treatment plans for guiding clinicians through individual patient treatments including surgery or chemotherapy can be defined with all necessary information. The particular treatment order can be setup on a graphic timeline as well as treatment stratifications and randomizations can be applied. A CRF can be connected to each treatment step to collect documentation data at the right time point. Functionalities: 
· Roles and Rights Management 
· Audit trail
· Pseudonymization
· User/Facility Management
· Data Export
· Reporting 

The ontology-based creation of CRFs in the Trial Builder is one of ObTiMA's major functionalities and highlights. A graphical user interface allows the definition of content, the navigation, and the definition of layout of CRFs. The resulting descriptions are based on concepts of an underlying ontology for each CRF item along with metadata (data type and measurement unit) and used for the automatic setup of the trial database. An application-specific, simplified view of the ontology is given showing only its relevant portions in a clinician-friendly way. When an item has been created based on a concept, its attributes are determined automatically, e.g., label, data type or answer possibilities but can be manually adopted.
The main system components of ObTiMA are:
· Trial Builder
· CRF Repository
· Patient Data Management System
· Data Export
· Biomaterial Manager

The tool had been initially developed as a research prototype focusing on show-casing the latest technologies on ontology-based data management and semantic mediation between independent software components. 
In p-medicine ObTiMA was elaborated into a proper application system that can be used in “real-world” clinical trial environments with real patient data and therefore the predefined GCP criteria must be followed during the development and employment of the tool. For the implementation of the criteria we closely collaborated with UDUS as the experts in this field. Also, concerning the real-world deployment of the tool, we further focused on the usability aspects of ObTiMA in collaboration with Fraunhofer IAIS, to make the user interface as easy as possible to understand and use for the actual users that usually are not IT experts. The screenshots below show examples of how a CRF and a study event are created/edited during the set-up of a trial and then used to enter patient data. 
A complete overview of the functionality of ObTiMA can be found at D9.3[footnoteRef:19]. [19:  P-Medicine deliverable D9.3 “Report on the validation and certification of ObTiMA and DoctorEye”] 
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[bookmark: _Toc427325504]Figure 23 Set-up of a CRF in ObTiMA to collect data pertaining to a biobank specimen.
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[bookmark: _Toc427325505]Figure 24 Set-up of a study event and attachment of the respective CRF to collect data pertaining to a biobank specimen.
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[bookmark: _Toc427325506]Figure 25 Collection of the data pertaining to a biobank specimen for a given patient.

1.12 [bookmark: _Toc427325444]Trial Biomaterial Manager in ObTiMA
Description
There are several new features implemented in the Trial Biomaterial Manager in ObTiMA. The Trial Biomaterial Manager was developed as a module of ObTiMA assuring that clinical and biomaterial data can be captured and managed similarly and retrieved with integrated queries (see chapter 6 of the deliverable D10.3[footnoteRef:20]).  [20:  P-Medicine deliverable D10.3 “Biobank Access Services fully integrated into the p-medicine infrastructure”] 

Below are these new features available in ObTiMA:
· Query Interface - allows linking clinical data and biomaterial data within clinical trials. 
· Push service – allows uploading biomaterial data from the Trial Biomaterial Manager into the p-medicine Data Warehouse. The data will be translated automatically into an HDOT compliant format and can be stored in the Data Warehouse. 
· Sync services in ObTiMA allow data synchronization with health information systems during running trial.

Query Interface
In the Query Interface a trial chairman or biobank operator can search for patient or sample data with individual characteristics. Each item on a CRF can be used as search criteria, hence all kind of clinical and biomaterial data can be queried. The search interface can be used to answer queries like: ‘How many blood samples are available from patients between 20-40 years that have tumors with diameters between 1.0-2.0 centimeters?’

An access to the Query Interface is provided in the main navigation menu of ObTiMA under the option Tools  Query Interface.  
After selecting the desired trial from which data should be retrieved, a search interface is shown, where items on CRFs can be selected as search criteria. A name for the search item can be specified for showing it later in the result view.
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A user can select whether he wants to see all patients (with the button “Show patients”) or all specimens (with the button “Show Samples”) fulfilling the defined criteria. The result of the search will be shown in the parallel coordinate’s view, which is a common way of visualizing high-dimensional geometry and analyzing multivariate data. 
[image: ]

In the parallel coordinate’s view the user can filter the displayed results using sliders on the axis of the view. In the shown example only samples collected in the year 2008 have been selected.
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The results of the search can be exported as CDISC ODM or CSV files. The patients in the exported files are pseudonymized, i.e. without identifying information.

Push Services
The Trial Biomaterial Manager is seamlessly integrated with the p-medicine Data Warehouse via push services. Data collected on ontology based CRFs in ObTiMA can be uploaded into the p-medicine Data Warehouse and be provided in a format compliant to the HDOT ontology. That means the push services can upload as well biomaterial data from the Trial Biomaterial Manager as clinical data into the Data Warehouse. 
For pushing biomaterial data from the Trial Biomaterial Manager to the DWH a trial chairman has to select the corresponding trial in which the biomaterial is stored and needs to press the button “Push to Data Warehouse”. 

[image: ]

Data collected on the CRFs can be pushed to the p-medicine DWH only if the questions have been annotated with the ontology when designing the CRF. Since the biobank specimen CRF is fully annotated with the ontology, all biobanking data collected on this CRF can be pushed into the DWH.

Sync Services
Sync Service is a synchronization service to link ObTiMA to Hospital Information Systems (HIS). In particular, this service is intended to retrieve data items defined in the Clinical Record Forms (CRF), ontologically annotated with HDOT classes, directly from the HIS of a given hospital. Such a service, at least partly, avoids (re)entering data by hand into the CRFs in the case that those data are already stored in the HIS. Sync Service relies on the interfaces and implementations provided by the Ontology Annotator service and the Data Translation service: all data originated from the HIS will be converted first from its original format (i.e. database schema) into a format that ObTiMA is able to understand. 
For using Sync Service in ObTiMA a user has to select a patient for which data from the p-medicine Data Warehouse should be retrieved and to select the “Sync” tab in the patients’ profile. In the displayed view the user needs to press the “Sync” button. In background SPARQL queries for all ontology based items on CRFs assigned to the patient, which are not yet filled in, will be generated. Possible equivalences for identifying associated data in the Data Warehouse will be considered.  These queries will be used to interrogate the Data Warehouse. The results of the querying will be shown in a table: 
[image: C:\Users\Fatima\AppData\Local\Microsoft\Windows\Temporary Internet Files\Content.Word\Folie1.png]The user can select data in the table, which he wants to store in the patients’ CRFs in ObTiMA, and confirm the selection with the “Accept” button. The user can also select some values in the table, which he does not want to store in the patients’ CRFs, and confirm it with the “Delete” button. Such data will be not requested from the Data Warehouse when the user will perform future sync actions and will be not displayed in the table with results of the query.
The data selected for storing in the patients’ CRFs will be automatically stored in the CRF items and will look like if the user filled in the items manually.
[image: C:\Users\Fatima\AppData\Local\Microsoft\Windows\Temporary Internet Files\Content.Word\Folie2.png]



1.13 [bookmark: _Toc427325445]IEmS – Interactive Empowerment Services
Functionality
The Interactive Empowerment Service (IEmS) is a tool designed to enable patients to understand all the data collected on them. It aims to present data to patients in both a convenient format and in a suitable, lay language for non-clinically trained individuals. The two key aims of the tool are: 
· To help the patient understand his or her medical documentation. 
· To give patients a chance to make an informed choice regarding their treatment. 

Delivering accurate information sources to patients increases their knowledge and changes ways of thinking, which is usually referred to as patient empowerment. These tools have the potential to improve patient’s levels of understanding of their medical information which will consequently improve their overall health and wellbeing. As a result, the patient’s dependency for information from the doctor is reduced. Targeting of effort applies in particular to health literacy. 
The p-medicine project has identified a need to adapt patient empowerment approaches to different groups of patients, as patients have differing needs. The tools benefits from the ability to be customized over its whole lifespan using an iterative process and robust plans for these would benefit the process. An overview of the architecture adopted is shown in Figure 26. As shown all patient data are stored within the patient PHR. These data are complemented with the patient psycho-cognitive profile generated using the ALGA-C questionnaire and all together they are used for smart recommendations, intelligent alert, customization of the interface according the patient’s needs and providing recommendations to doctors according the individual patient profiles.
The interested reader is forwarded to deliverables D14.4[footnoteRef:21] and D14.5[footnoteRef:22] which report on the different components of this tool. [21:  P-Medicine deliverable D14.4 “Implementation of IEmS”]  [22:  P-Medicine deliverable D14.5 “First Report on the Customization process”] 
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[bookmark: _Ref425782200][bookmark: _Toc427325507]Figure 26 IEmS architecture.
Integration
The IEmS is integrated with the p-medicine platform as a separate module. Single sign-on is enabled by the p-medicine portal and patient data can be exported and stored within the p-medicine Data Warehouse. 
Deployment
The IEms has been fully deployed in the production environment and is available at http://139.91.210.42/login. The IEms is customized at real-time automatically according to patient profile. It has been re-designed in many cases to enhance usability and will be available after the end of the project as an open source project. In order to deploy and run the project it requires a clean installation on a Linux (Ubuntu) machine. Finally the whole platform will continue development within the follow-up EU research projects MyHealthAvatar[footnoteRef:23] and iManageCancer[footnoteRef:24]. [23:  MyHealthAvatar project, http://www.myhealthavatar.eu/ ]  [24:  iManageCancer project, http://imanagecancer.eu/ ] 


1.14 [bookmark: _Ref427324575][bookmark: _Ref427324583][bookmark: _Toc427325446]Donor’s Decision Tool
Functionality
The patient’s written Informed Consent is a mandatory prerequisite for any type of biomedical research. For preservation and research use of human specimens, i.e. for biobanking, patients / donors will not only be asked for consent but might in addition be offered multiple options to decide on research that might or must not be performed on their samples (“multi-layered” or “tiered” consent). To enable biobanking as a scientific service, the consent information (including multiple layers where required) needs to be matched unambiguously with scientific and personal data characterizing the sample and its donor, and processed automatically. 
For p-medicine, the Donor’s Decision Tool has been developed to enable patients giving or withdrawing their consent. The architecture of the implemented platform is shown in Figure 27. Initially the Donor’s Generation Tool is installed in the clinical research domain. In our demonstration it is accessible through p-Medicine Portal using the single sign on functionality. Doctors use this tool to generate the necessary consents forms enabling patients to give their approval. As soon as the consent form is generated the candidate patients are selected from ObTiMA and their central pseudonyms are sent to the tool. The list of pseudonyms accompanied by the request is forwarded to the PHR system. 
The PHR then contacts PIMS in order to identify retrieve the local pseudonyms out of the central ones of the eligible patients.
As soon as the candidate user’s log-into their PHR account the e-consent appears allowing the users to give or withdraw their consent. Besides signing electronically the consent, the patient might have as well to send the signed documents to the consent management authority. The decisions are then forwarded back to Donor’s Generation Tool using patient’s central pseudonyms. Then Obtima retrieves those decisions and p-BioSPRE might be used to locate biosamples from ObTiMA and other biobanks.
The interested reader is forwarded to D14.3[footnoteRef:25] for more information. [25:  P-Medicine deliverable D14.3 “Deployment of the Donor’s Decision Tool”] 
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[bookmark: _Ref427324132][bookmark: _Toc427325508]Figure 27 Overview of the approach for managing e-consent.
Integration
The donor’s decision tool modules are integrated with several other tools developed within the p-medicine project. The e-Consent App is integrated into the IEmS platform and the Donor’s Generation Tool is integrated with the p-Medicine portal. In addition integration with patient identity management system (PIMS) is also a prerequisite in order to identify the eligible patients for each generated request. Finally Donor’s Generation Tool communicates with Obtima through REST web services.
Deployment
The Donor’s Decision Tool has been fully deployed in the production environment and is available as two separate components one within p-Medicine portal and one inside the PHR systems. It has been re-designed in many cases to enhance usability and will be available after the end of the project as an open source project. To run the projects requires an Apache Tomcat Server and a MySQL database. Finally the whole platform will continue development within the follow-up EU research projects MyHealthAvatar and iManageCancer.
1.15 [bookmark: _Toc427325447]Pathway Analysis service
Functionality
Pathway analysis service is a simple decision making predictive model based on miRNA data. In the pathway scenario, clinical, molecular and open source data are integrated to find those pathways that are mainly disrupted in nephroblastoma in general, in specific subtypes of nephroblastoma, and in single patients. In single patients, this finding can help to select specific drugs for the treatment of a given patient and can serve as a basis for a decision support tool. A detailed scenario description is given in the Appendix 5 of the deliverable D2.2. The methodology takes into account the pathway topology as well as the regulatory interactions between the involved genes. The key feature of the methodology is that it tries to access the differential (between phenotypes) power of pathway sub-paths and not just genes.
Integration
The whole methodology is realized by a harmonized bunch of components (from data-extraction to induction of prediction models), and it is encapsulated in a clinico-genomic decision-making tool to be operated by expert clinicians. The tool is wrapped as a service that rests in the p-medicine’s workbench of tools. The whole methodology, its constituent components and interactions, as well as the underlying data-flow are summarized and illustrated in Figure 28. 
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[bookmark: _Ref425525325][bookmark: _Toc427325509]Figure 28 The identification of disrupted miRNAs pathways methodology: components, tools and data-flow.

The pathway analysis scenario has two steps. 
· The first step is to create and train a model able to predict outcomes for new samples. The pathway analysis is based on the MinePath[footnoteRef:26] tool. MinePath uses two classes approach to identify differentially expressed pathways & sub-pathways and has been extended to support miRNA expression data. The reference cohort for the creation of the model is based on the hsa (human) KEGG pathways and the GSE38419 public miRNA dataset. MirTarBase[footnoteRef:27] database has been used to identify targeted genes from the miRNAs. The clinical variable of GSE38419 dataset is the characterization to a wilm’s tumor patient or to a healthy person and the model has been trained to predict one of these two classes. Steps for the first part of the scenario are shown in Figure 29. Then the prediction model is registered to the p-medicine workbench as a new biomedical resource for possible use. [26:  MinePath tool, www.minepath.org]  [27:  MirTarBase database, http://mirtarbase.mbc.nctu.edu.tw/] 
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[bookmark: _Ref425525367][bookmark: _Toc427325510]Figure 29 Training the pathway analysis model.
· The second part is to predict if a new patient is characterized (according to his/her miRNA expression data) to Wilm’s tumor patient or to healthy person. When a new patient, who is candidate for Wilm’s tumor, arrives in the hospital the clinician requests for a miRNA exam and searches in the p-medicine workbench for tools able to predict the disease based on disrupted pathways from miRNA expression data. The pathway analysis tool is identified as a candidate tool and the doctor downloads the tool (Figure 30).
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[bookmark: _Ref425525403][bookmark: _Toc427325511]Figure 30 Download and use of pathway analysis model.
The doctor gives as input to the tool the miRNA expression data of the patient and the tool normalizes/discretizes the genomic data according to the reference cohort (from step 1). Then the MirTarBase database is used to identify targeted genes from the miRNAs. MinePath extracts the disrupted pathways for the specific patient and feeds the prediction model (created at step 1) to identify if the sample belongs to Wilm’s tumor patient or to a healthy person according to his/her miRNA expression data.
Deployment: assessment and results of Pathway Analysis service
We assessed the potential biological functions of miRNAs by identifying putative miRNA targets from MirTarBase and applied pathway mining methodologies utilizing the core functionality of the MinePath web-based pathway analysis system. Using a public miRNA expression dataset (GSE38419) and the KEGG human pathways as proof of concept, we identified miRNA-disrupted pathway sub-paths, and induced a highly enough decision-tree prediction model[footnoteRef:28]. [28:  Koumakis, L., Potamias, G.A., Sfakianakis, S.G., Moustakis, V.A., Zervakis, M.E., Graf, N., & Tsiknakis, M.N. (2014). miRNA based pathway analysis tool in nephroblastoma as a proof of principle for other cancer domains. IEEE 14th International Conference on Bioinformatics and Bioengineering (BIBE 2014). Boca Raton, USA.] 

We applied this methodology on known pathways from the KEGG repository in order to identify pathways disrupted from miRNAs and utilize that knowledge in order to discriminate between Wilms tumor (nephroblatoma) and healthy subjects. Utilizing machine-learning algorithms we devised and trained two different classification models able to predict the phenotypic state of the samples. 
Support Vector Machines are supervised learning models that analyze data and recognize patterns used for classification and regression analysis. The SVM/SMO linear kernel classifier created a model using 780 sub-paths (out of the 980 most discriminant ones). Assessment of the results was performed using both 10-fold and leave-one-out (LOOCV) cross-validation modes. The performance of the SVM/SMO linear kernel model was 100% accurate for both validation modes. 
A decision tree induction algorithm (C4.5 [24]; ‘J48’ Weka package) was also applied. The C4.5/J48 induction process builds a decision tree from the top; first the most informative feature, the sub-path PLCβPKCMEKK (from the GnRH signaling pathway), is selected. Then, the algorithm searches for the next best informative variable; the sub-path PDK1AKTCREB (from the PI3K-AKT pathway) is selected. The third and final node of the decision tree is the P50COX2 sub-path (from the NF-KAPPA B pathway). The assessed predictive performance of the decision-tree model was: 80% for 10-fold cross-validation, and 78% for LOOCV. 

1.16 [bookmark: _Toc427325448]Cloud storage infrastructure
The Filestore (Cloud storage), Triplestore (Owlim) and DICOM storage will be used in final review scenarios behind the scenes, as for example in the Integrated scenario, so in this section we outline their major characteristics. Other functionality of the cloud infrastructure is utilized also by the majority of the p-medicine components and it is further explained in section 6.

[bookmark: _Toc427325449]Filestore (cloud storage service)
Functionality
The Filestore is based on the OpenStack Object Storage (Swift) and it offers a great number of features:
· REST API from end user and other services perspective
· Account/Container/Object structure - No nesting, not a traditional file system. Within Storage Account user can create Containers (something like directories) and within them Objects are placed (files). Due to the performance issues container nesting is not possible
· Provides redundant, scalable object storage using clusters of standardized servers capable of storing very large amount of data
· Not a typical file system, but rather a distributed storage system for static data such as virtual machine images, photo storage (DICOM files), email storage, backups (DB backup files for example) and archives. Having no central "brain" or master point of control provides greater scalability, redundancy and durability.
· Objects and files are written to multiple disk drives spread throughout servers in the data center, with the OpenStack software responsible for ensuring data replication and integrity across the cluster.
· Storage clusters scale horizontally simply by adding new servers. If a server or hard drive fails, OpenStack replicates its content from other active nodes to new locations in the cluster. Because OpenStack uses software logic to ensure data replication and distribution across different devices, inexpensive commodity hard drives and servers can be used. It is also possible to use any existing file systems which support extended attributes.
More info about the p-medicine Filestore can be found in 
 https://atlas.ics.forth.gr/pMedicine/wiki/index.php/P-medicine_cloud_storage_service

Integration
The Filestore is integrated with p-medicine security infrastructure (accepts SAML tokens) and is used by the Data Warehouse as a file storage area. It is also used by p-medicine web portal to store user’s files within private storage accounts, by the Data Mining module for saving intermediate and final results during analyses of medical data (used during last reviews) and finally it is used as an archive service for the dc4chee DICOM storage server. 
Major changes that were made to the Filestore in order to integrate it with the p-medicine platform includes adopting p-medicine security system to filestore OpenStack Keystone authentication and authorization system. It is a separate module for OpenStack software stack to centralize identity related processes with one central service. Additional module was created to support SAML assertions and to map recognized users to the storage accounts and users in OpenStack Object Storage. SAML module was installed and configured together with Keystone service. 
Deployment
The Filestore is backed up by a 4 physical machines - IBM BladeCenter HS22 servers with 10 Gbit Ethernet connectivity in between. 5 nodes (VM machines): proxy node – cloudstorage.vph.psnc.pl with public IP and 4 storage nodes with private, local IPs.
Proxy node configuration: 4 CPU, 10 GB RAM, 10 GB system storage. Each storage node configuration: 4 CPU, 10 GB RAM, 10 GB system + 16 TB mounted raw disks physical storage. Physical resources can be extended in respond to more outside interest as main physical resources are virtualized.
It is deployed on production environment and should be available for some time (at least few months) after the project. The same resources as stated before should be enough to have it keep going plus probably some financial agreement between p-medicine follow-up and PSNC (or PSNC spin-off). Portability is rather limited regarding the infrastructure itself (VMs) but the data itself can be exported and moved to some other place if needed (for example DWH data). The Filestore has an Apache 2.0 license and is based on the 2.1.0 (juno) version of Openstack Swift. 

[bookmark: _Toc427325450]Triplestore (rdf storage)
Functionality
The Triplestore is based on OWLIM Standard Edition and is a high performance semantic repository with native RDF rule-entailment and storage engine. It features reasoning on defined semantics which is configured by a rule set definition and selection with possibility of usage of included rule-sets for OWL-reasoning, OWL-Horst, unconstrained RDFS with OWL Lite and the OWL2 profiles RL and QL as well as possibility to define custom rule-sets.
Reasoning and query evaluation are performed over a persistent storage layer and it has compatibility with Sesame 2, which brings interoperability benefits and support for all major RDF syntax and query languages. It is compatible with Jena with a built in adapter layer.
Integration
The Triplestore is used by the Data Warehouse for storing RDF triples.
Deployment
The Triplestore is deployed on an IBM BladeCenter HS22 server with local disks to store OWLIM database. Tomcat 7 application server installation is used for deployment of OWLIM SE services. OWLIM SE installation contains of OpenRDF Sesame repository interfaces and OpenRDF Workbench web interface allowing to perform exploration and managing operations on repositories (creating and managing repositories, exploring and modifying repository content, performing SPARQL querying).

It is deployed on the production environment and it is available till the end of the project (end of September 2015) –after the end of the project a new license must be acquired.
The same resources as stated before should be enough to have it keep going plus probably some financial agreement between p-medicine follow-up and PSNC (or PSNC spin-off). VM with data can be moved to other infrastructure (but new license must be configured). 
The current license refers to the version 5.4 of an OWLIM SE Evaluation License 16 cores (RDBMS-like commercial license on a per-server-CPU basis), valid till the end of the p-medicine project (end of September 2015).
[bookmark: _Toc427325451]DICOM server
Functionality
There is a broad functionality of the DICOM server, compliant with DICOM specification. It is deployed as a JEE and JMX system which is deployed within the JBoss Application Server and in most cases it is used as a DICOM archive and image manager or a PACS, when coupled with a viewer such as OsiriX, K-PACS, ClearCanvas, Ginkgo CADx, etc.
When acting as an archive, dcm4chee is able to store, query, and retrieve any type of DICOM object.  In addition, support is included for MPPS, GPWL, MWL, Storage Committment, Instance Availability Notification, Study Content Notification, Output Content to CD Media, Hanging Protocols and more.
Integration
The DICOM server is integrated and used with the Data Warehouse for the metadata upload, with the Custodix audit server to upload audit events and with the P-medicine security infrastructure (SAML tokens are accepted).
The changes made to the system in order to integrate it with the p-medicine platform are:
· P-medicine security integration – dedicated authentication plugin created and configured
· Authorization system within dcm had to be properly configured and used within security plugin to set proper access rights regarding trial and dwh storages and different end user access modes
· Cloud storage integration allowed storing backup archives
· Auditability plugin let us gathering audit data and send notifications to Custodix central audit server; also some part of classes needed to be changed in order to get reasonable audit data from the system
· DWH plugin – lets push DICOM metadata to the p-medicine DWH while uploading images to the DWH storage in real time, database integration added here to filter already processed data and series of dicoms

Deployment
It is deployed on the production environment and it should be available for some time (at least few months) after the end of the project. The underlying resources for the hosting VM are: 3 CPUs, 10 GB RAM and 3.5 TB hard disk space for storage purposes (can be extended when needed).
The same resources as stated before should be enough to have it keep going plus probably some financial agreement between p-medicine follow-up and PSNC (or PSNC spin-off). VM with data can be moved to other infrastructure but DICOM data must be exported and imported separately as they are stored on a mounted remote storage. The name of the software is “DICOM server – dcm4chee” having an Apache License and the version used is 2.17.3.

1.17 [bookmark: _Toc427325452]Correlation Viewer
Functionality
[bookmark: _Toc292974405]The Biovista Correlation Viewer targets specific audiences focused on CT design and sub-population optimization, including clinicians and clinical research organizations (CROs), bioinformaticians and IT professionals.
[image: ]
[bookmark: _Toc427325512]Figure 31 Screenshot of the Biovista CV tool.
The Correlation Viewer (CV) is a tool for visually exploring correlations between medically/biologically relevant entities such as drugs, diseases, pathways, adverse events etc. Instead of supplying a set of keywords as a query and receiving related documents, as is the case with PubMed, Google and other search engines, the CV supports the user in visually exploring correlations starting from an initial concept of interest, for example a disease or a gene. The user can then explore correlations in a stepwise manner moving ”outwards” from that initial concept. When correlations of interest are identified, the user can “drill down” by requesting the underlying bibliography from which she can extract detailed information. CV type of search promotes the exploration of hypotheses and also discovery since it shows entities (e.g pathways) that may be related to the initial entity of interest, but that the user did not think/know to include in her original query. It can therefore serve to highlight correlations between seemingly disparate entities and thereby promote hypothesis generation and subsequently discovery. 
[bookmark: _Toc292974407]In terms of its usability, CV aims to be as user friendly as any well-known search engine application, like Google, Yahoo and Bing. Main features of the Correlation Viewer include:
· Comprehensive coverage of Medline
· Continuous update 
· Biannual update of terminology (ontology of diseases, pathways, drugs etc.) – over 55million terms monitored
· Ontologies used internally: MESH, UMLS
· Results are filtered against FDA Adverse Events Reporting System (FAERS) (http://www.fda.gov/Drugs/GuidanceComplianceRegulatoryInformation/Surveillance/AdverseDrugEffects/)
· Covers concept classes: Drug, Pathway, Disease, Adverse Events

Integration
The Biovista CV has been integrated to the p-medicine platform via the p-medicine portal : 
https://pmedportal.ibmt.fraunhofer.de/biovista-p-medicine-correlation-viewer

The user interface is simple and self-explanatory: a single text field on the center is the main user input entry, and it expects the user to type a drug name by default. The list field on the left can be used to determine the type of queries the text field accepts, which is Drugs, Diseases or Pathways with relevant bibliographic links. 
It runs on modern browsers, it is available on PCs and Tablets, it is based on HTML 5 technology and it features a REST API for integration with other tools.

1.18 [bookmark: _Toc427325453]Concept Explorer
Functionality
[bookmark: _Toc292974411]The Biovista Concept Explorer (CE) targets clinicians and other scientists involved in designing and fine tuning clinical trials (CTs). [image: ]
[bookmark: _Toc427325513]Figure 32 Screenshot of the Biovista CE tool.
CT research faces a number of challenges including formulating relevant research hypotheses, protocol design, appropriate inclusion/exclusion criteria, end point selection and others. As the need for therapy differentiation, more and better evidence, and CT cost optimization increases, so the need for better-designed CTs increases too. Such a benefit is expected to result from an increased ability to address the challenges in CT research. This in turn means a better understanding of the underlying biology, design pathophysiology and drug mechanism of action.

Concept Explorer supports this requirement by providing a tool that helps scientists and clinicians uncover non-obvious, biologically relevant correlations through big data analytic approaches of the scientific literature.

CE supports what it calls “browse directed search” (BDS). In BDS you start with a “concept of interest”, say a specific drug such as “tysabri”, and explore correlations with other concepts, say biological targets that the drug may be hitting. To perform this exploration, the user would specify in CE the name of the drug (e.g. “tysabri”) and then select the “concept class” she is interested in, say “targets”. CE would then show a network of the targets that are linked to tysabri. Some of these will be known to the researcher and (hopefully) some will be novel to her. 

Selecting ones that look interesting the researcher may then continue her exploration by browsing additional correlations and by drilling down to access the bibliography (one or more supporting articles) from which the correlation was extracted. In this manner, the researcher can formulate new hypotheses for information on the mechanism of action of a drug, or possible side effects that would inform patient exclusion criteria, protocol end points or other parameters relevant to the design of the clinical trial.

With the insights gained from CE, the clinician can then proceed to define and manage the clinical trial using the other tools available via the p-medicine platform. Main features of the CE include:
· Comprehensive coverage of Medline
· Continuous update 
· Biannual update of terminology (ontology of genes, diseases, pathways, drugs etc.) – over 55million terms monitored
· Ontologies used internally: MESH, GO, UMLS, REACTOME
· Covers concept classes: Gene, Pathway, Disease, Drug, Cell line, Biosystems, Organism, Infectious Organism, PTM
Integration
The Biovista Concept Explorer has been integrated in the p-medicine platform via the p-medicine portal: https://pmedportal.ibmt.fraunhofer.de/biovista-concept-explorer
Its main functionality includes:
· It displays concept correlations as a graph, where nodes represent concepts (such as the drug “tysabri” or the pathway “apoptosis”) and links denote correlations between the two connected nodes (i.e. that the two nodes co-occur in one or more publications)
· Its user interface supports the following commands:
· Explore: specify the name of a concept of interest (e.g. a drug name) and a concept class of interest (e.g. “genes”). CE displays a graph showing the concept of interest and related concepts belonging to the specific class. 
· Connect: finds and shows (if they exist) correlations between a selected concept from the graph
· Bridge: the user selects two concepts from the graph (e.g. two pathways) and specifies a concept class of interest (e.g. ”genes”). CE displays any gene that is correlated to both the selected concepts (in the example pathways)
· It specifies return nodes: CE displays a specific number of related concepts, starting with the more strongly correlated ones.
· It toggles bibliography: avoids display clutter by allowing the use to toggle the display of the underlying bibliography on and off. 

The CE runs on all modern browsers, it is available on PCs and tablets, it is based on HTML 5 technology and it features a REST API for integration with other tools.

1.19 [bookmark: _Toc427325454]Clinical Decision Support (CDS)
In the context of p-medicine, we have developed a model-based Clinical Decision Support (CDS) system framework that assists healthcare professionals to cope with the high rate of growth of medical knowledge. The framework enables the development of decision support tools that can easily integrate a large variety of multi-scale models providing flexibility and scalability. The framework facilitates connecting the models with the required (patient) data, hence can be used in clinical setting in a convenient and portable way.  Clinical models can be easily integrated with the proposed framework and existing models can be easily upgraded and extended, therefore allowing the framework to deal with the high rate of changes in medical knowledge. Furthermore, these clinical models can be independently validated and gradually added to the CDS tools for application in patient care. The framework facilitates easy integration of new models and their continuous validation by making use of the comprehensive clinical trials datasets available on the p-medicine platform. This approach may also lead to higher acceptance of the CDS tool and of the underlying clinical models by the clinical users.

[bookmark: _Toc422822724]Functionality and Architectural overview of the CDS framework 
The underlying architectural overview for the storage, management and execution of our CDS framework and it’s interaction with the clinical application requiring decision support is shown in Figure 33. The CDS framework relies on an infrastructure of services, which are responsible for retrieving and processing data. The model repository service is at the core of the framework that stores clinical models and their annotations. Models can be represented in a various ways and are described by a set of inputs, a set of outputs, a model file (optional) and annotations that sufficiently describe the model. The model file can be executed by one or more of the execution engines such as Jess and Drool. 

Several services are provided to interact with the model repository. These services include: a set of services to store the clinical models together with their annotations and a range of services for managing these models. The model runner service exposes a convenient high-level interface for end-user clinical applications that require CDS to execute models and to obtain the values of the input parameters. These services emphasize on the selection and execution of clinical decision models for a patient and showing/managing the input of the clinical decision model. The model runner service requires a query engine to retrieve actual values of model input parameters for a patient from the clinical repository. 

[image: C:\Users\310180963\Desktop\pMedicine\system_architecture.jpg]
[bookmark: _Ref425784504][bookmark: _Toc427325514]Figure 33 Architectural overview of the CDS framework and its interaction with clinical application requiring decision support.

As shown in Figure 33, the clinical applications that require CDS, loosely-couple to the provided services through well-defined interfaces to inspect the available models and the execution engines. These applications can run models on their dataset to generate the recommendations for their need. Due to well defined interfaces, models can be easily integrated to the model repository, therefore, a variety of CDS applications can customize and select models to closely address the need of their healthcare organization, making the knowledge incorporated in the models available to a wide community of CDS developers and clinical users.
The detailed description about the CDS framework and the integration of models with the framework is explained in the deliverable D13.8[footnoteRef:29]. [29:  P-Medicine deliverable D13.8 “Prototype of Clinical Decision System (Final Implementation)”] 

1.20 [bookmark: _Toc427325455]Oncosimulator
In the context of the P-Medicine project three branches of the Oncosimulator have been developed by ICCS, each one focusing on a different kind of cancer: Nephroblastoma (Wilms Tumor), Breast Cancer and Acute Lymphoblastic Leukemia (ALL).  

[bookmark: _Toc427325456]The Standalone version of the Oncosimulator
To demonstrate the work done with respect to the ALL branch of the Oncosimulator and to provide a tool for every kind of use (ranging from pure clinical to educational), which can function outside the scope on any third party system, there has been developed a simple wrapper for the Oncosimulator executable files, without the need for utilizing the command line prompt.
Functionality 
This form of the Oncosimulator is contained within an .hta application, written in a combination of javascript and html. The user interface of the simulation form is depicted in Figure 34.
[image: ]
[bookmark: _Ref425783749][bookmark: _Toc427325515]Figure 34 Simulation interface of the Standalone Oncosimulator (1)
Upon entering, the user sees the top portion of the Figure 34, providing them with 4 different functionalities and a short explanation of these functionalities. Therefore a user can set up and run a full simulation by choosing the executable and input parameter files, and store the simulation within a set, create or change a file containing a set of parameters, compare the results of a set of executions (Figure 35) or go directly to the directory that contains the necessary files for the execution of this standalone application, which, by default, is the folder in which all input and output files and folders are stored.
[image: ]
[bookmark: _Ref427076556][bookmark: _Toc427325516]Figure 35 Simulation interface of the Standalone Oncosimulator (2)

Integration
In this form the Oncosimulator cannot integrate directly with other components. It still remains portable, although only within PC’s running Windows, and it can be stored as an archive file to any compatible file repository. Data exchanges are done through files, the formats of which are described in the previous format for Wilms Tumor and Breast Cancer. For ALL, the inputs are .csv files and the outputs .dat and .log files. A version of this format, containing the ALL model will be displayed in the final scenario “Oncosimulator +CDS” and will be hosted in the P-Medicine portal.
Deployment 
Due to its form, the standalone Oncosimulator is always available by its developer, ICCS, to any and all stakeholders at any time during or after the end of the project. Its availability through the P-Medicine portal depends on the latters’ life cycle, though. The only resources it requires to function is a Windows operating system and sufficient computational resources to carry out the execution of the model’s executable file.
[image: ]
[bookmark: _Toc427325517]Figure 36 The Standalone Oncosimulator portlet.

[bookmark: _Toc427325457]The CDS Integrated Oncosimulator
For the purposes of tightly integrating the Oncosimulator with the p-medicine platform, two of the Oncosimulator branches (Wilms Tumor and Breast Cancer) have been adapted to address the integration issues. These branches participate in the “Oncosimulator + CDS” scenario, utilizing and showcasing 3 of the clinical question scenarios given in D13.7[footnoteRef:30]. [30:  P-Medicine deliverable D13.7 “VPH models and user interface design for p-medicine CDS systems”] 

Functionality 
This form of the Oncosimulator communicates with the end user by utilizing the user interfaced provided by the CDS. The user (usually a clinician) is expected to choose the desired branch and a clinical scenario, provide the proper inputs and receive the execution outputs. These outputs are used to answer the clinical questions described in the scenarios, thus facilitating the function of the CDS system, by letting the end user decide on which treatment scheme is the most beneficial for a specific patient.
Integration 
In order to function within the CDS system, both Oncosimulator models have been converted into formats which are compatible with the CDS Java wrapper provided by partner Philips, who is the developer of the CDS system. The new forms that have been assumed are based solely on the type of their source code. Particularly, the Breast Cancer Model has been converted into a java .jar file using the internal MATLAB compiler and the Nephroblastoma model has taken the form of a Linux shared library (.so) file, courtesy of the Java Native Interface, a part of the standard Java Development Kit (JDK) distributions which implements the Java – C/C++ interaction. The clinical scenarios that are integrated, the procedure used for the conversion and the model outputs are described in detail in D13.8. Both models exchange data using files of the following formats:
· Breast Cancer Model
· Input: .csv files
· Output: .csv, .tiff and .txt files
· Wilms Tumor Model:
· Input: .xml and .raw files
· Output: .dat, .raw and .log files
Deployment 
The nature of the integration of the Oncosimulator within the CDS system dictates its availability after the project, given its current functionality. As long as the CDS exists, so do all the necessary interfaces that provide a user-friendly decision support functionality. The new model forms are portable; although not entirely platform independent (shared libraries are different files for Windows and Linux, and a MATLAB application requires only the corresponding MCR to run properly on another computer).  Outside the CDS, the new forms can function as regular command line executable files, but they require more effort from the clinician to interpret their results.
[bookmark: _Toc427325458]The parallelized version of the Oncosimulator
Partner ICCS has provided the source code for the Breast Cancer and Wilms Tumor branches of the Oncosimulator to partner PSNC, who has modified it accordingly in order to be able to execute in a parallel computing environment. It is integrated and deployed within the context of the final “Integrated scenario”.

1.21 [bookmark: _Toc427325459]Data De-Identification Tools and Services
Functionality
The Data De-Identification Tool and Services is a set of components that provide data de-identification and upload functionality to P-Medicine. It consists mainly of a Data Upload Tool, the Custodix Anonymisation Tool (CAT), the Custodix Anonymisation Tool Services (CATS) and a Patient Identity Management Service (PIMS).
The anonymisation tools are built around a pseudonymisation engine that de-identifies a data files based on a definition privacy profile.
CAT is a standalone client that allows the creation and testing of simple privacy profiles.
[image: ]
[bookmark: _Toc427325518]Figure 37 CAT Workbench Privacy Profile Creation.
CATS is at its core a file processing service. It de-identifies data files by selecting a correct privacy profile from its profile store and then executing that privacy profile on the uploaded data through the embedded pseudonymisation engine. 
[image: ]
[bookmark: _Toc427325519]Figure 38 CATS Profile Editor.
[image: ]
[bookmark: _Toc427325520]Figure 39 CATS File Overview
The P-Medicine Data Upload Tool (developed by FORTH) wraps the pseudonymisation engine and hence allows data files to be de-identified at the source by downloading matching privacy profiles from CATS.
[image: C:\Users\gzaxar.ICS\Desktop\Data_Upload_tool.jpg]
[bookmark: _Toc427325521]Figure 40 Data Upload Tool.
A CLI (command line) tool allows privacy profiles to be executed on a data file for testing purposes.
[image: ]
[bookmark: _Toc427325522]Figure 41 CLI pseudonymisation engine call
Further information on the P-Medicine Data De-Identification Tools can be found in the deliverables D5.1[footnoteRef:31], D5.6[footnoteRef:32], D3.4[footnoteRef:33]. [31:  P-Medicine deliverable D5.1 “Setting up of the data protection and data security framework”]  [32:  P-Medicine deliverable D5.6 “Evaluation of p-medicine tools for CE certification and data pseudonymisation”]  [33:  P-Medicine deliverable D3.4 “Service Integration Guidelines”] 


Integration
All of the de-identification tools are fully integrated with the P-Medicine platform (e.g. SSO, authorization, auditing), the P-Medicine data repositories (Data Warehouse and DICOM server) and the Ontology Annotator Tool.

Deployment
CATS is deployed at Custodix’ premises.
· Production: https://cats-pmed.custodix.com/cats
· Development: https://ttp-dev-pmed.custodix.com/cats-ttp
The data upload tool is available for download from the P-Medicine Portal.

1.22 [bookmark: _Toc427325460]Security Tools and Services
Functionality
The P-Medicine security framework provides different components dealing with authentication, authorisation and auditing based on widely used industry standards such as SAML, WS-* and XAML.
The main components that can be distinguished are:
· The Identity and Access Management Site (IAM) that is responsible for user enrolment and management. IAM allows organisations, attributes and roles to be assigned to users. These are then used through access rules defined in the authorisation policies to give the user access to restricted resources.
· The Identity Provider (IdP) is responsible for the authentication of users who access P-Medicine through a browser. It provides identity assertions that identify the end user.
· The Secure Token Service (STS) is responsible for the authentication of users who access P-Medicine web services (through a non-browser client). It provides identity assertions to all P-Medicine web services.
· The Audit Service (with Audit Viewer as public component) responsible for storing and rendering audit messages.
[image: ]
[bookmark: _Toc427325523]Figure 42 P-Medicine Audit Viewer
· A SAML Security Gateway (Croxy) that allows the integration of legacy web sites and services which do not support SAML.

Further information on the P-Medicine Security Tools and Services can be found in the deliverables D5.1[footnoteRef:34], D3.2[footnoteRef:35], D3.4[footnoteRef:36]and D7.4[footnoteRef:37]. [34:  P-Medicine deliverable D5.1 “Setting up of the data protection and data security framework”]  [35:  P-Medicine deliverable D3.2 “Initial System Architecture”]  [36:  P-Medicine deliverable D3.4 “Service Integration Guidelines”]  [37:  P-Medicine deliverable D7.4 “Report on auditability of the storage services”] 


Integration
The security components are integrated with many of the other P-Medicine components such as the Portal, Date Warehouse, Ontology Annotator and Data De-Identification Tools.

Deployment
The security components are deployed at the Custodix’ premises.
· Production:
· Identity Provider: https://ciam-pmed.custodix.com/idp/shibboleth 
· Secure Token Service: https://ciam-pmed.custodix.com/sts/services/STS 
· Identity Management: https://ciam-pmed.custodix.com/idm 
· Development:
· Identity Provider: https://dev-pmed-idp-vm.custodix.com/idp/shibboleth  
· Secure Token Service: https://dev-pmed-idp-vm.custodix.com/sts2/services/STS 
· Identity Management: https://dev-pmed-idp-vm.custodix.com/idm 

1.23 [bookmark: _Toc427325461]SEARCH
SEARCH has been developed by UOXF and stands for: “Seed Agglomerative and Recursive Clustering with Hypothesis Oriented Initialization”.
Functionality
In short, SEARCH is a method that identifies networks of association between a given set of seed nodes and other nodes bearing strong quantitative association (guilt-by-association). These seeds and nodes depict an arbitrary biological entity such as genes, microRNAs, proteins, metabolites etc. First, SEARCH identifies which other nodes are strongly correlated (correlation and/or generalized linear models) with the pre-defined seeds. Second, SEARCH isolates subnetworks based on highest node centrality, thereby prioritizing genes which may be key to the biological process of interest. The selection of seeds determine the biological process of interest e.g hypoxia, angiogenesis. SEARCH then grows the network around these seeds, essentially, predicting known and novel pathway components.
SEARCH algorithm is implemented as a collection of functions which enable both the discovery of networks as well as randomization of discovery datasets to identify stable and robust networks. The discovery component consists of a range of statistical techniques to choose from, each estimating association between seeds and other nodes. These statistical techniques include correlations (Pearson and Spearman) and generalized linear models with any underlying distribution function (Gaussian, Poisson, Binomial, Gamma and Inverse Gaussian). Moreover, the implementation supports user-defined customised association functions as well. As illustrated in Figure 43, different sets of parameters (panel A shows Spearman correlation call, panel B shows GLM Gaussian distribution call) can be used to refine the functionality of SEARCH. The selection of parameters depends upon the desired goals of the project. Further details on individual parameters can be found in SEARCH package documentation and vignettes.
	[image: C:\Users\gzaxar.ICS\Desktop\Capture.JPG]
[bookmark: _Ref427077685][bookmark: _Toc427325524]Figure 43 SEARCH application programming interface (API) call. The function SEARCH.randomise. The figure shows the different sets of parameters which can be used to refine the functionality of SEARCH. Panel A show Spearman correlation call, panel B shows GLM.
	


The randomization component enables users to perform discovery phase using n multiple partitions of the dataset. These partitions can be derived using random permutations or bootstrapping. The multiple partitioning of discovery datasets could result in highly stable and robust networks, which are more likely to generalize to new/unseen datasets. In summary, users can interact with the package using a single application programming interface (API) call (SEARCH.randomise) as demonstrated in the figure above.
Integration
SEARCH is implemented as an open source R[footnoteRef:38] package and is currently being submitted to CRAN[footnoteRef:39]. It is delivered to p-medicine via link to TAVERNA[footnoteRef:40] and R functionality. The algorithm has been exploited initially in the generation of a hypoxia signature[footnoteRef:41]; UOXF then built this into a package, SEARCH, which has been exploited in the p-medicine project to derive a cancer angiogenesis signature[footnoteRef:42] and an extension of the original hypoxia signature to include further cancer types (paper in preparation). [38:  R project, http://www.r-project.org/ ]  [39:  CRAN, http://www.cran.r-project.org/ ]  [40:  Taverna, http://www.taverna.org.uk/ ]  [41:  Buffa, F.M., et al., Large meta-analysis of multiple cancers reveals a common, compact and highly prognostic hypoxia metagene. Br J Cancer, 2010. 102(2): p. 428-35.]  [42:  Masiero, M., et al., A core human primary tumor angiogenesis signature identifies the endothelial orphan receptor ELTD1 as a key regulator of angiogenesis. Cancer Cell, 2013. 24(2): p. 229-41.] 

Since SEARCH is implemented in R statistical programming language, it is completely open source and available under LGPL license. R is a language of choice for bioinformatics research, and therefore, supports cross platform integration. Also, R programs can be seamlessly run through workflow environments like TAVERNA. This way, users can easily integrate SEARCH functionality in their pipelines written in any language or operating system.
Deployment
We used SEARCH to derive a number of signatures. This validated the method as well as promising biomarkers and discovering new potential therapeutic targets. A hypoxia signature produced with the core SEARCH algorithm (Figure 44), prior to the creation of the current package, has been validated as prognostic in breast and head & neck cancers and has been highlighted as robust by several independent studies including a comprehensive evaluation study of hypoxia signatures[footnoteRef:43]. Finally, the NIMRAD-TRANS study, where UOXF is a co-investigator, is currently developing a head & neck hypoxia signature derived using this method as a biomarker qualification stage 1 to predict benefit from nimorazole for radiotherapy patients in the NIMRAD clinical trial[footnoteRef:44]. A second signature, the angiogenesis signature has revealed new angiogenesis key players, such as the Endothelial Orphan Receptor ELTD1. [43:  Fox, N.S., et al., Ensemble analyses improve signatures of tumour hypoxia and reveal inter-platform differences. BMC Bioinformatics, 2014. 15: p. 170.]  [44:  NIMRAD clinical trial, https://clinicaltrials.gov/ct2/show/NCT01950689] 
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[bookmark: _Ref427078414][bookmark: _Toc427325525]Figure 44 Hypoxia gene network resulting from a SEARCH run using gene expression data from a head and neck squamous cell carcinoma series of 60 samples. Genes are shown as circles, while relationship with co-partners genes are shown in green. The initial seeds are shown in yellow, whilst recruited genes are shown in red. Spearman correlation was used as metric to recruit genes. Bootstrapping (N=100) was applied to derive best likelihood estimate of network parameters.

1.24 [bookmark: _Toc427325462]Data Mining Framework
Functionality
The general architecture for the integration of data mining tools and services into p-medicine was introduced in D11.1[footnoteRef:45]. It was set up in accordance to the user requirements which have been elaborated in D2.2. According to the user requirements, the p-medicine data-mining architecture described in Chapter 3 of D11.1 supports the integration of a variety of data-mining tools and services. In particular, statistical tools, workflow execution tools and dedicated services such as the literature mining service are supported. Conforming to the general p-medicine architecture, the data-mining architecture is designed as web-service providing a RESTful interface, which can be accessed through the p-medicine portal. The data-mining architecture supports the integration of further data-mining services and tools as back-end web-services. Furthermore, it supports the access to other p-medicine components such as the data-warehouse and the cloud storage. [45:  P-Medicine deliverable D11.1 “Initial definition of data mining patterns”] 

Figure 45 illustrates the functional perspective of the architecture for data mining with Taverna working as central workflow execution engine and several services and data mining scripts that are implemented in R and Java. As examples, the Subgroup Discovery Service and the Drug-to-adverse Event Service are shown as well as Privacy-Preserving DM. These Services and modules were discussed in detail in D11.2[footnoteRef:46]. [46:  P-Medicine deliverable D11.2 “Initial version of data mining tools in the p-medicine architecture”] 


[bookmark: _Ref427250708][bookmark: _Toc427325526]Figure 45 Data Mining Framework architecture

Integration
To allow the data mining services to access data from the DWH or the cloud storage, the data mining framework is connected to the p-medicine storage and security services. However, it is also possible to load data using the Query Builder and Executer tool within the Workbench, store it locally and execute it.
Interface to the p-medicine storage
The data mining architecture in its current implementation can access the cloud storage to collect input data and push output data. The interface was implemented using Rjava at the sides of Rserve and the Taverna Engine to allow distributed data mining using several R servers with distributed access to the data. The access to the central data is restricted by security tokens generated from the security framework using the credentials that the user provides when logging into the data mining portlets. 
Data is also accessible from the central data warehouse by using Rjava to access a HTTPS interface to execute a suitable SPARQL query.
Interface to the security framework
For the implementation of security services for the data mining architecture, we use the authentication with Shibboleth Single Sign On (SSO) provided by Custodix. The user logs in on the Liferay Portal. The user’s credentials are then sent to the Shibboleth Instance in a user token. This instance provides a delegate token that is used within the data mining architecture for authentication on the cloud storage. For this purpose, the authentication token passes through the workflow as it is used within the remote services. This required an adjustment of the portlet(s) and a Liferay SSO extension that was provided by Custodix.
Deployment
The following data mining workflows and scenarios are currently running in the p-medicine portal (pmed portal, https://pmedportal.ibmt.fraunhofer.de/p-medicine-tools):
· Integrated scenario analysis (for heterogeneous data)
· Tumor prediction scenario (Biomed)
· Subgroup discovery service
· Literature mining / Drug to adverse events Service
· Gene expression analysis


[bookmark: _Ref386275649][bookmark: _Toc427082822][bookmark: _Toc427325463]
p-medicine integration scenarios
1.25 [bookmark: _Toc427325464]3rd annual review
[bookmark: _Toc427325465]DICOM Scenario
Scenario description
This scenario demonstrated the handling of DICOM and other imaging files within a clinical trial.
Within the SIOP trial for nephroblastoma, imaging studies play an important role. At the time of diagnosis treatment is solely based on imaging studies without histologically proven tumour. For that reason centralized reference radiology is established to get an expert opinion on all DICOM files provided by local radiologists. This includes DICOM files at the time of diagnosis and during follow-up. Questions to be answered are confirming the diagnosis, measuring the tumour volume and measuring shrinkage of the tumour after preoperative chemotherapy. In addition staging information needs to be checked e.g. to confirm lung metastasis or otherwise tumour spread, and to validate response to treatment of metastatic sides. 
For that reason the following scenario is essential for running a clinical trial dependent on such imaging files. If this scenario is established for DICOM files from radiology, it can easily be used for imaging files from pathology or other areas. 

Data needed 
To run this tool imaging data (DICOM files) from patients that are entered in the trial are provided by local radiologists. 

Workflow 
In order to demonstrate this scenario, the following steps are necessary: 
1. Each trial with reference radiology needs to be annotated with metadata of reference radiology (including name, location, etc. of the reference radiologist). If there are more than one reference radiologist in a trial, e.g. for each participating country, then all of them need to be included in the metadata of the trial. The same can/needs to be done for pathology etc. 
2. The local radiologist will login into the p-medicine portal, where he can select the ‘Imaging scenario’ from the upper menu via ‘p-medicine Tools’ after successful login. All trials with reference radiology, in which the hospital participates, are displayed. Then the local radiologist selects the trial, in which the patient is treated and he selects the reference radiologist of the trial to whom he wants to send the imaging studies. If more than one reference radiologist is linked to the trial, he selects the one, who should give his opinion to the images. The same tool can also be selected via ObTiMA from the upper menu. 
3. As soon as the user has selected this tool, the trial and the reference radiologist, he is asked for the DICOM files that shall be uploaded to the DICOM server. Now he has two options: 
1. All DICOM files are on a CD: 
1. He selects the CD. Then all DICOM files on the CD are automatically pseudonymized via CAT and uploaded on the DICOM server 
2. The DICOM files are located in the local PACS System: 
1. He selects the patient from whom DICOM files should be uploaded. Then he selects the files that need to be uploaded. After this selection these files will be pseudonymized and automatically uploaded on the DICOM server. 
4. After successful upload of the files an email will be automatically send to the reference radiologist, that new files are uploaded for review. In this email a link is included for downloading these pseudonymized files for the reference radiologist. So the reference radiologists will be able to download them into the PACS system of the reference radiologist or to display them on his screen via a DICOM viewer. 
5. In addition in ObTiMA the CRF for reference radiology of the corresponding patient is automatically selected and displayed for entering data by the reference radiologist, e.g. tumour volume, etc. As soon as the reference radiology CRF is saved by the reference radiologist an email is send to the trial chairman telling him that a new reference radiology is done. The link of this CRF is send to him as well. Then the trial chairman can add missing data on this CRF that are role dependent solely to him, e.g. “diagnosis confirmed, “please start with preoperative chemotherapy”, or “diagnosis not confirmed, please do primary surgery” etc. As soon as the trial chairman saves this CRF an email is send to the local treating physician, informing him about the result of the reference radiology. This email includes a PDF of the reference radiology CRF. 

[bookmark: _Toc427325466]Pathway Analysis Scenario
Scenario description
In the pathway scenario, clinical, molecular and open source data are integrated to find those pathways that are mainly disrupted in nephroblastoma in general, in specific subtypes of nephroblastoma, and in single patients. In single patients, this finding can help to select specific drugs for the treatment of a given patient and can serve as a basis for a decision support tool. A detailed scenario description is given in the Appendix 5 of the Deliverable 2.2 "Definition on scenarios and use cases and report on scenario based user needs and requirements". In addition this tool should be developed in a way that makes it independent from the underlying disease. As long as the storage of the data is known the tool can run in a closed workflow without interaction by the end-user, with the exception of primarily choosing a patient or a cohort of patients.
Data needed
For the scenario clinical data of the patient(s) are needed, that will be provided by ObTiMA or another DMS. In addition molecular data of the patient(s) and the KEGG database is needed.
Data needed for the scenario 
· Clinical data (only basic clinical data like age, gender)
· Genomic data
· For the nephroblastoma case study, which is the case study used for the demonstrator at the 3rd review, we have microRNA data.
· At the time of diagnosis, before chemo, we have only microRNA data.
· Public data
· KEGG pathways. 
Workflow
The following steps are necessary:
1. The end-user enters the p-medicine portal. He selects the pathway scenario
2. He is asked for which patient or for which cohort of patent he wants to run the tool.
3. If he selects for a single patient, then a list of patients of the trial for which the above-mentioned data are available will be displayed. He can search for the patient of interest and selects the patient.
4. The tool selects the molecular data of the tumour of this patient and executes the predefined ‘pathway workflow’.
5. The result of the tool will be a list of metabolic pathways that are disrupted in the tumour of the specific patient and the predicted class for the patient.
6. In case the end-user selects a cohort of patients, the tool displays him clinical data items and their corresponding answers to select the cohort by just selecting item(s) and answers. The cohort of patients will be automatically created.
7. Then step 4 will be executed for each of the patients.
8. After the disrupted pathways of the tumours of all patients are found a descriptive statistics will display the order of disrupted metabolic pathways in this cohort of patients according to their frequency.
Demonstrator for 3rd year review
The pathway analysis scenario has two steps. 
The first step is to create and train a model able to predict outcomes for new samples. The pathway analysis is based on the MinePath tool. MinePath uses two classes approach to identify differentially expressed pathways & sub-pathways and has been extended to support miRNA expression data. The reference cohort for the creation of the model is based on the hsa (human) KEGG pathways and the GSE38419 public miRNA dataset. MirTarBase database has been used to identify targeted genes from the miRNAs. The clinical variable of GSE38419 dataset is the characterization to a wilm’s tumor patient or to a healthy person and the model has been trained to predict one of these two classes. Steps for the first part of the scenario are shown in Figure 46. Then the prediction model is registered to the p-medicine workbench as a new biomedical resource for possible use.
[image: ]
[bookmark: _Ref386207889][bookmark: _Toc427325527]Figure 46 Training the pathway analysis model
The second part is to predict if a new patient is characterized (according to his/her miRNA expression data) to wilm’s tumor patient or to healthy person. 
When a new patient, who is candidate for wilm’s tumor, arrives in the hospital the clinician requests for a miRNA exam and searches in the p-medicine workbench for tools able to predict the disease based on disrupted pathways from miRNA expression data. The pathway analysis tool is identified as a candidate tool and the doctor downloads the tool (Figure 47).
[image: ]
[bookmark: _Ref386207917][bookmark: _Toc427325528]Figure 47 Download and use of pathway analysis model

The doctor gives as input to the tool the miRNA expression data of the patient and the tool normalizes/discretizes the genomic data according to the reference cohort (from step 1). Then the Mirtarbase database is used to identify targeted genes from the miRNAs. MinePath extracts the disrupted pathways for the specific patient and feeds the prediction model (created at step 1) to identify if the sample belongs to wilm’s tumor patient or to a healthy person according to his/her miRNA expression data.
[bookmark: _Toc427325467]Biobanking Scenario
Scenario description
The Biobanking scenario is a merge of simpler scenarios described in D2.2 about searching, accessing managing biomaterial information.
In the biobanking scenario the p-BioSPRE Biobank Access Framework was demonstrated (Figure 48). It enables and simplifies researchers’ trans-institutional access to existing biobanks, but also assists them in offering own biomaterial collections to research communities. The meta-biobank p-BioSPRE complies with all relevant ethical and legal standards, e.g. it safeguards donors’ personal rights and enables biobanks to keep control over the donated material and related data they expose. p-BioSPRE flexibly integrates all types of biobank-related data and formats, including pre-analytical, clinical, omics, and patient’s consent-related information. In addition, ObTiMA users are equipped with the ObTiMA Trial Biomaterial Manager allowing for data upload to p-BioSPRE and integration with clinical data within a trial or across several trials as well. 

[image: ]
[bookmark: _Ref386203284][bookmark: _Toc427325529]Figure 48 p-BioSPRE Biobank Access Framework; overview and main components


Functionality
· Offering human biomaterial for research
A biobank operator is supported in providing data on his biomaterial and related clinical data to research communities. Data provision is regulated in p-BioSPRE’s legal framework and by p-medicine’s Biobank Data Transfer Agreement. Any biobank management system (including the ObTiMA Trial Biomaterial Manager) can be used to import data in p-BioSPRE. The biobank operator decides which data will be disclosed or not, thus maintaining full control of his material and data. 
· Requesting specific human biomaterial for research purposes 
A registered researcher is enabled to search for and request biomaterial that is available within his research communities. He can access information about anonymized data linked to biomaterial and the number of available cases. The p-BioSPRE web portal enables researchers to define a search profile according to the classification and annotations stored in the underlying database. The result of searches is presented as statistical groups only. The project portal allows selection of statistical groups from the search result. In addition, researchers are requested to describe the scope of the envisioned project and can request additional services (e.g. PCR, IHC, FISH). Upon submission of this project request, the providing hospital or consortium will be shown. 
· Managing Biomaterial Data in ObTiMA 
Users of ObTiMA, the p-medicine’s ontology based trial management system, can manage their biomaterial data within clinical trials. For this purpose, a pre-defined but adjustable case report form (CRF) for patient’s biomaterial is provided in ObTiMA, the so-called biobanking specimen CRF. The biomaterial data can be integrated with clinical data within a trial or across several trials for further analysis. Legacy biomaterial data can be imported into ObTiMA from excel files. 

Components
The biobank access framework has been designed as a set of coupled components, which are depicted in Figure 48. The central access point of the framework is p-BioSPRE, the p-medicine Biomaterial Search and Project Request Engine with its Web-based query interface. P-BioSPRE is based on the CRIP meta biobank concept and toolbox[footnoteRef:47].  As local instances within the framework, biobanks are equipped with the p-Biobank Wrappers, which are tools to support biobank operators to make their biomaterial and related data available in p-BioSPRE, independent from any biobank management system they may have in place, and to manage incoming associated requests. The core of each p-Biobank Wrapper is the local In-house Database (IDB), which is also a component of the CRIP Toolbox. In order to enable users of the p-medicine trial management system ObTiMA to integrate biomaterial data in clinical trials and to offer them in p-BioSPRE a Trial Biomaterial Manager is provided.  [47:  CRIP toolbox, http://www.crip.fraunhofer.de/en/toolbox ] 

The demonstraion of p-BioSPRE functionalities will mainly focus on its Web-based query interface[footnoteRef:48] and the p-Biobank Wrappers. [48:  P-BioSPRE demo, https://preview-crip.fraunhofer.de/intern/demo/searchtool/search/p-biospre.cgi ] 


[bookmark: _Toc427325468]Patient Empowerment Scenario
Scenario description
This scenario demonstrated the latest advances on the Interactive Empowerment Service (IEmS) and on the exploration of customization strategy on the UI for patients. More specifically the following were demonstrated:
· Profiling Service for doctors:
· Integration with p-Medicine security framework
· A new import mechanism to mass import already offline collected ALGA-C patient data
· New visualization interface summarizing ALGA-C answers
· Recommendation for doctors according to individual patient profile
· Mechanisms for doctors to provide feedback on the added value of the ALGA-C questionnaire
· Extensions to Personal Health Record
· Integration with security framework
· Automatic personalization of PHR according to patient profile
· Intelligent alerts to patients
· Recommendation service for clinical trials
[image: ]
[bookmark: _Ref386207557][bookmark: _Toc427325530]Figure 49 The IEmS architecture
The different components of the aforementioned demonstration items are shown on Figure 49. The p-Medicine portal is used by both doctors and patients in order to login to the p-Medicine platform. Then doctors can use the Profiling Service to identify relevant information and get useful recommendations for patients such as the ones presented in Figure 50. The medical rationale for developments on the profiling service is that if a physician will get information about the psychological profile of a patient, he will be able to address specific needs of a patient much better during his first contact with him. These data can be used for further scientific analyses to relate specific profiles of patients to the outcome of their cancers and this might further help to give patients more specific support in coping with cancer. Moreover, if doctors find the profiler helpful such recommendations will be adopted and will help them to better communicate with patients and understand them better. This will also spare time in avoiding long discussions with patients resulting from misunderstandings.
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[bookmark: _Ref386207590][bookmark: _Toc427325531]Figure 50 Recommendations to doctors
Patients on the other hand can use their PHR system to log their information, to see information presented to them according to their profile and to get useful recommendations and intelligent alerts similar to the ones shown in Figure 51.
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[bookmark: _Ref386207640][bookmark: _Toc427325532]Figure 51 Intelligent alerts for patients
The extensions to the PHR system add an added value to its functionality to personalize its interface according to individual patients. Intelligent alerts identify drug interactions as the patient enters new medications and then forwarded to speak with his doctor. The tool is also available to be used by doctors. Finally recommending possible clinical trials to patients enhances patient awareness on the conducted clinical trials and forwards his to discuss the possible enrollment with his doctor.



[bookmark: _Toc427325469]Integrated Scenario
Scenario description
The integrated scenario aims to show the joint use of a set of tools in the p-medicine platform. The goal is to demonstrate a complete workflow starting with the ingestion of more than one heterogeneous data source and the generation of new knowledge from the integration of the datasets, using the tools and services available at the p-medicine platform. The ultimate goal of the integrated scenario is to be able to re-apply the generated knowledge back to a specific patient, thus reaching the individualized medicine aspects of the project.

This scenario makes use of two different datasets. The former is the clinical data extracted from the SIOP trial, and the latter is miRNA expression data for some of the patients participating in the SIOP trial. The fact that the two datasets contain data about the same patients provides an excellent opportunity for demonstrating the data integration and knowledge discovery capabilities of the tools of the p-medicine platform. It is, however, necessary to point that the actual data employed in the scenario has been randomized, due to the fact that the platform is not yet running in a production environment, and therefore it is not yet allowed to run it with real data. As a consequence, the obtained results will lack any clinical relevance. 

The scenario pretends to demonstrate the two forms of data ingestion in the platform: ObTiMA (for trials run in the platform itself) and the Ontology Annotator (for external and legacy databases). In this specific case, the SIOP data will be obtained from ObTiMA, while the miRNA database will be integrated through the Ontology Annotator. Both datasets will be ingested in the Data Warehouse and translated into an HDOT compliant form. This way, the data will be effectively homogenized and merged. The integrated data will be retrieved by the Data Mining tools, and new knowledge will be generated from the merged data. Figure 52 graphically shows this process.

[image: D:\p-medicine\WP08\D8.6.3\800px-Integrated_scenario_architecture_01.jpg]
[bookmark: _Ref386207280][bookmark: _Toc427325533]Figure 52 The process performed in the integrated scenario for homogenizing two heterogeneous datasets and extracting new knowledge from the data


SIOP data

The SIOP database provides clinical data of over 3000 patients suffering Wilm’s tumor. These include attributes such as patient gender, age, specific tumor parameters, and patient identifier (a pseudonymized identifier randomly generated). The ObTiMA platform automatically uploads the data to the Data Warehouse, and creates an annotation for it so it is translated to HDOT.

miRNA data

The miRNA data[footnoteRef:49] was obtained from a microarray experiment performed on blood samples of some patients of the SIOP study. The original data provides the miRNA signatures for 23 SIOP patients and 19 control individuals. 848 miRNA molecules are included in the study.  [49:  miRNA data set, http://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE38419 ] 


The original miRNA data file was edited to create a simple CSV file. The control patients were removed from this file. For the rest, the identifiers were substituted by 23 random identifiers from the SIOP database. The resulting file is uploaded to the Data Warehouse. The Ontology Annotator is used to annotate 23 of the 848 available miRNA molecule expressions, so these 23 miRNA data are translated to HDOT, together with the patient identifier. 

Knowledge extraction

A KDD experiment was designed to analyze the merged data and extract new knowledge for it. The goal was to find correlations between attributes from the two datasets. As it was mentioned early, this experiment lacks any clinical relevance due to the random process for selecting identifiers. It however demonstrates the technical capability of the platform for working with heterogeneous datasets and performing the semantic integration necessary for producing clinically relevant results.

1.26 [bookmark: _Toc427325470]4th annual review
[bookmark: _Toc427325471]Integrated scenario
This demonstration scenario is an extension and adaptation of the corresponding scenario that was demonstrated during the 3rd annual review, aiming to highlight the further development that has been achieved in various fronts.
The integrated scenario will show the joint use of a set of tools in the p-medicine platform and the goal is to demonstrate a complete workflow starting with the ingestion of more than one heterogeneous data source and the generation of new knowledge from the integration of the datasets, using the tools and services available at the p-medicine platform. 
This scenario makes use of five different datasets, as described below:

· Clinical data from the SIOP trial: The ObTiMA trial management tool is used to gather and retrieve information from patients participating in the SIOP trial. For this set of patients, a clinical researcher makes a request for accessing their biomaterial data. Each patient receives this request through the Donor Decision Tool, allowing her/him to either accept or reject the request. For those patients that accepted the request, ObTiMA generates a data dump that is employed in this scenario.
· External clinical dataset: an external clinical dataset with further information for the same patients.
· DICOM dataset: another dataset containing DICOM attributes for the previous patients.
· Micro RNA datasets: two different Micro RNA datasets, containing micro RNA expression values for the same patients, is integrated.

Unlike in the 3rd p-medicine review (2014), all employed data refers to real patients from the SIOP trial. Therefore, all data have undergone a process of anonymization, and have been handled within the p-medicine security infrastructure, by the tools deployed in the production environment of the project platform. All previous datasets are uploaded to the data warehouse and properly annotated, in order to achieve the semantic integration of all of them. In the case of ObTiMA, this annotation occurs automatically. In the rest of cases, the Ontology Annotator is employed to provide meaningful data descriptions in terms of the HDOT ontology. Figure 53 illustrates the integration of all involved datasets. 

[image: D:\Dropbox\p-medicine\D8.6.3\july2015\data.png]
[bookmark: _Ref425781765][bookmark: _Toc427325534]Figure 53 The integrated scenario involves the homogenization of five different databases in the data warehouse.

The uploading and integration of the previous databases in the data warehouse produces a rich dataset that enables the joint analysis of disparate data attributes. This dataset can therefore be used in a data mining workflow to unveil useful correlations that lead to new knowledge and novel models in clinical practice. To exploit the integrated dataset, an appropriate data mining workflow must be constructed. The input to this workflow is the data contained in the data warehouse. However, the data warehouse simply provides a homogenized storage of the initially disparate databases, with an SPARQL endpoint for querying it. In this scenario, the clinical researcher designing the data mining workflow has no insight on the origin of those databases, nor what is the origin of the integrated data. Without this knowledge, the user is unable to define queries that lead to novel correlations. To avoid this situation, the scenario includes a new tool in the p-medicine platform: the Query Builder. This tool provides a graphical interface for exploring the contents of the data warehouse, and building queries over them. More specifically, the Query Builder represents the integrated databases and their semantic relationships. The user can interact with this representation to define queries over the data warehouse. Figure 54 shows a screenshot of the Query Builder.
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[bookmark: _Ref425781798][bookmark: _Toc427325535]Figure 54 The Query Builder provides a graphical representation of the databases that have been integrated. By clicking on the nodes, the user can define the data to be retrieved by the query.

After the user has defined a suitable query, the Query Builder submits it to the workbench. The workbench stores queries as external tools. These can be later used in the definition of data mining workflows. The clinical researcher can then access the Data Mining tools in the p-medicine platform to define an appropriate workflow for processing the data. The scenario concludes with the execution of the data mining workflow and the representation of the obtained results in order to extract relevant knowledge.

[bookmark: _Toc427325472]Patient Empowerment scenario
This demonstration scenario is an extension and adaptation of the corresponding scenario shown during the 3rd annual review, to highlight the latest developments in a number of features and especially the implementation of the Donor’s Decision Tool (see section 4.11) which has been developed to enable patients giving or withdrawing their consent.
The architecture of the implemented e-consent platform is shown in Figure 55. 
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[bookmark: _Ref427325299][bookmark: _Toc427325536]Figure 55 Overview of the approach for managing e-consent.

· Initially the Donor’s Generation Tool is installed in the clinical research domain. In our demonstration it is accessible through p-Medicine Portal using the single sign on functionality. 
· Doctors use this tool to generate the necessary consents forms enabling patients to give their approval. 
· As soon as the consent form is generated the candidate patients are selected from ObTiMA and their central pseudonyms are sent to the tool. 
· The list of pseudonyms accompanied by the request is forwarded to the PHR system. 
· The PHR then contacts PIMS in order to identify retrieve the local pseudonyms out of the central ones of the eligible patients.
· As soon as the candidate users log into their PHR account the e-consent appears allowing the users to give or withdraw their consent. 
· Besides signing electronically the consent, the patient might have as well to send the signed documents to the consent management authority. 
· The decisions are then forwarded back to Donor’s Generation Tool using patient’s central pseudonyms. 
· Then Obtima retrieves those decisions and p-BioSPRE might be used to locate biosamples from ObTiMA and other biobanks.
The interested reader is forwarded to D14.3 for more information.

[bookmark: _Toc427325473]Clinical Decision Support scenario
The p-medicine CDS framework facilitates the introduction of new clinical models, and support easy updates that can deal with high rate of medical knowledge. Towards this end, we have integrated several models to the framework by using the standard interfaces provided by the framework. The information represented by these models can be used by the clinician for their decision support. Three different types of models have been integrated with the CDS framework for the purpose of demonstrating this functionality: 1) Oncosimulator 2) miRNA model (Pathway Analysis) 3) Data mining for side effect predictions. These models are developed by other partners within the context of the consortium and are integrated through the p-medicine integrated platform. The detailed description about the CDS framework and the integration of these models with the framework is explained in the deliverable D13.8[footnoteRef:50].  [50:  P-Medicine deliverable D13.8 “Prototype of Clinical Decision System (Final Implementation)”] 


[bookmark: _Toc422822728]Oncosimulator Integration 
In the p-medicine CDS framework, the Oncosimulator is represented by two branches for breast cancer and nephroblastoma cancer. Three different scenarios addressing specific clinical questions are formed. Two of these scenarios utilize the Breast Cancer model, whereas the third the Wilms (Nephroblastoma) model. The objective of the breast cancer model of the Oncosimulator is to simulate the response of clinical breast tumours to specific treatment schemes and/or schedules in the patient individualized context. The Wilms model, on the other hand, is an integrated software system simulating the growth of nephroblastoma tumours and their in vivo response to chemotherapeutic modalities within the clinical trials environment aiming to support clinical decision making in individual patients.  

The integration of the two Oncosimulator branches with the CDS is done based on wrapping the models within the wrapper provided by the CDS’s Web Service interface. To this end, the Oncosimulator models have undergone certain processes that make their original code compatible with the interface of the framework. After the integration with the CDS framework, the evaluation of the simulation results will provide insight into these questions, thereby facilitating the clinician’s decision to proceed or not with the administration of the simulated treatment scheme to the specific patient, whose data are fed into the model, depending on the treatment predicted outcome.

[bookmark: _Toc422822729]miRNA model Integration (Pathway Analysis service)
In the miRNA pathway scenario, clinical, molecular and open source data are integrated to find those pathways that are mainly disrupted in nephroblastoma in general, in specific subtypes of nephroblastoma, and in single patients. In single patients, this finding can help to select specific drugs for the treatment of a given patient and can serve as a basis for a decision support tool. A detailed scenario description is given in the Appendix 5 of the deliverable D2.2. In addition this tool has been developed in a way that makes it independent from the underlying disease. As long as the storage of the data is known, the tool can run in a closed workflow without interaction by the end-user, with the exception of primarily choosing a patient or a cohort of patients.

In P-Medicine CDS, the clinical applications requiring decision support loosely-couple to the provided services through well-defined interfaces to inspect the available models and the execution engines. These applications can run models on their dataset to generate the recommendations for their need. Due to well defined interfaces, models can be easily integrated to the model repository; therefore, a variety of CDS applications can customize and select models to closely address the need of their healthcare organization, making the knowledge incorporated in the models available to a wide community of CDS developers and clinical users. 
The clinical decision support framework of P-Medicine is used to offer the miRNA predictive model to the clinical user. In the initial step, the miRNA model is trained with miRNA cohort dataset. Then, in a second step, the model can predict the phenotype that can be used to determine if a new patient is characterized, according to his/her miRNA expression data, to a Wilms’ tumour patient or to a healthy person. 
[bookmark: _Toc422822730]Data Mining tools Integration
A clinical decision support system based on data analysis – more specifically based on text mining – can support the clinicians in their judgement by focally relating historical cases with similar symptoms and related treatments or disease characteristics to the current patient. Therefore reports from patient histories are analyzed focusing on specific events. The severity of the historic event is associated in this analysis by relating information about the outcome of the patient that is given in the EHR. A timeline of the patient’s history is extracted in terms of events and structured to be visually presentable as event timelines.
During a consultation telephone call the clinician now enters the patient’s study information into the CDS and can type in key words of the dialog with the consultee, e.g. stomach pains, fever and cold sweat. The CDS relates patient histories with similar disease situation (e.g. specific diagnose and study arm) and common keywords. The CDS system also displays a judgement of the severity (possibly coded by color) and information of the associated examples of former patients from which it draws that conclusion. Information can also be displayed as event timelines of the associated historic patients and that for the current patient to further help the clinician to evaluate the suggested severity.




[bookmark: _Ref425791999][bookmark: _Toc427082823][bookmark: _Toc427325474]Deployment view of the final integrated platform
The approach that was used to describe the p-medicine architecture was based on the ISO/IEC 42010:2007[footnoteRef:51] standard, and the notion of the various views of the architecture. The view that describes better the technical realization of the platform is the Deployment view that describes the environment into which the system will be deployed, including the dependencies the system has on its runtime environment. This view captures the hardware environment that the system needs, the technical environment requirements for each element and the mapping of the software elements to the runtime environment that will execute them.  [51:  ISO/IEC 42010:2007 “Systems and software engineering – Recommended practice for architectural description of software-intensive systems”] 

1.27 [bookmark: _Toc427325475]Quality aspects
As defined by the ISO/IEC 25010:2011[footnoteRef:52], a number of attributes and metrics can describe the quality aspects of a software system, such as: [52:  ISO/IEC 25010:2011 “Systems and software engineering – Systems and software Quality Requirements and Evaluation (SQuaRE) – System and software quality model”] 

· Functionality
· Reliability
· Usability
· Efficiency
· Maintainability
· Portability
The functionality of the p-medicine platform as well as its constituent components have been extensively described to the corresponding deliverables; in the current document we have outlined short summaries to present the latest, integrated developments in each one. Issues of the integrated platform such as the Efficiency have been covered in the deliverable D3.5 – “The final p-medicine architecture”, earlier in the course of the p-medicine project after a reviewer’s request, so are not mentioned in the current document. The Usability aspects are also presented in the corresponding deliverables of WP15 (Quality assurance, evaluation and validation), such as D15.2[footnoteRef:53] and D15.4[footnoteRef:54]. [53:  P-Medicine deliverable D15.2 “First evaluation workshops round”]  [54:  P-Medicine deliverable D15.4 “Second evaluation workshops round”] 

Below we present the deployment view regarding mainly the Maintainability, Portability and Reliability quality aspects, the deployment properties and their execution environment for the p-medicine platform. Specific deployment details for each of the core components of the platform have been given in the corresponding sections of the Section 4 of this document. 
1.28 [bookmark: _Toc427325476]Maintainability
During the development course of the p-medicine project, most of the components had a development version hosted in the premises of the partner who was leading its development. During the course of the integration roadmap of p-medicine, a stable, production environment has been set up in parallel, in the premises and infrastructure of partner PSNC. This deployment is hosted in a cloud environment which offers guarantees for high efficiency, reliability and availability that usually comes with such systems.

Currently there are 11 virtual machines in total deployed in this environment. The system OS which has been used is Ubuntu 14.04 LTS.

	Server
	Hosted services
	Configuration
	Partners

	Audit-server (audit-server.vph.psnc.pl, public IP) 
	rabbitmq, elasticsearch, logstash and tomcat with kibana
	· 1 CPU, 
· 2 GB RAM, 
· 10 GB system + 100 GB mounted block storage
	PSNC

	Eh-services (eh-services.vph.psnc.pl, public IP)
	Data Warehouse Services: DWH, Redis, dcm4chee DICOM server, OWLIM triplestore
	· 3 CPU, 
· 10 GB RAM, 
· 10GB system + 4 TB storage attached (glusterfs)
	UCL, PSNC

	Eh-tools (eh-tools.vph.psnc.pl, public IP) 
	Ontology Annotator, Ontology Aggregator with tomcat
	· 1 CPU, 
· 4 GB RAM, 
· 10 GB storage
	UPM

	Pmed-workbench (workbench.vph.psnc.pl, private, local IP)
	Workbench server tool, nginx
	· 1 CPU, 
· 2 GB RAM, 
· 10 GB system + 20 GB mounted block storage
	FORTH

	Pmed-nlp (nlp.vph.psnc.pl, private, local IP)
	NLP tools
	2 CPU, 
8 GB RAM, 
50 GB system
	FORTH

	OpenStack Object Storage (Swift, public IP)

	Cloud storage (5 nodes): 
· proxy node (cloudstorage.vph.psnc.pl)
· 4 storage nodes with private, local IPs
	Proxy node configuration: 
· 4 CPU, 
· 10 GB RAM, 
· 10 GB system storage
Each storage node configuration: 
· 4 CPU, 
· 10 GB RAM, 
· 10 GB system + 16 TB mounted raw disks storage
	PSNC

	Pmed portal (pmedportal.vph.psnc.pl, public IP)

	Liferay portal within Tomcat and Apache, PostgreSQL DB, Taverna 
	· 2 CPU, 
· 10 GB RAM, 
· 10 GB system + 100 GB mounted block storage
	FHG-IBMT, Custodix, PSNC, FHG-IAIS



1.29 [bookmark: _Toc427325477]Portability
All machines used in the p-medicine production deployment are VM machines deployed on 4 physical IBM BladeCenter HS22 servers with 10 Gbit Ethernet connectivity in between. 
Most machines with the exception of OpenStack can be snapshotted and moved to another place if needed. IP addressing should be then reconfigured and new public IPs assigned (5 public IPs including cloud storage). Basic system disk storage is 10 GB what means VM copy should be doable in reasonable time. More time will be needed for additional disks attached for specific VMs as listed above.
Cloud storage cannot be moved in such straightforward manner. There is 48 TB in the cloud shared for different projects, so the only option will be data export from personal user accounts and from DWH account and import to another storage in remote place. The efficiency and duration of such an operation depends mostly to the inter-center network connectivity.
Eh-services machine has remote storage mounted (glusterfs), so this data will have to be exported separately and imported at the target system after VM replacement. Another issue here is OWLIM RDF database license which is issued till the end of the project (end of September 2015). After a VM movement, a new license for a p-medicine follow-up should be issued.
Some services like DWH, DICOM server (eh-services) and cloud storage proxy machine use PolishGridCA certificates – after a VM movement probably a replacement by new certificates will be needed or desired by a new infrastructure administrator.
All machines are configured with PSNC’ NTP service, so in case of a VM movement this setting will be potentially changed in target environment.
All machines are deployed on XenServer, so Xen Server VM tools which every VM has deployed locally, will have to be removed before snapshotting and moving.
The whole infrastructure replacement could take up to 2-3 weeks probably and it depends also whether remote cloud storage infrastructure is ready and up and running.
1.30 [bookmark: _Toc427325478]Performance
It’s hard to present something which can be taken as representative, since the p-medicine services so far had a very few end users outside project consortium. Efficiency metrics drawn from benchmarking of individual tools have been presented in deliverable D3.5.
Cloud storage uses resources in a very intensive manner, with CPU usage and memory consumption close to 100%. There is heavy background processing which takes place and needs resources, inter node communication is also very intensive and 10 GBit connectivity or faster is a must have.
Other p-medicine services resources’ consumption depends on end user activity; with a little interest resources’ consumption is quite little with the exception of memory which is usually used at least in half due to Java technology commonly used in p-medicine. There could be some peaks of activities and increased resource usage from time to time in current deployment but it never gets critical. After platform gains some more interest it can be required to assign more resources to some crucial and most used services like end user portal for example. VM based deployment allows quite easy dynamic resources allocation and enables responding accordingly to the increasing interest of end users so far as the physical infrastructure offers suitable amount of available and free to use resources.






[bookmark: _Toc131415350][bookmark: _Toc427082824][bookmark: _Toc427325479]Appendix 1 - Abbreviations and acronyms

	ALL
	Acute Lymphoblastic Leukemia

	API
	Application Programming Interface

	BDS
	Browse Directed Search

	CATS
	Custodix Anonymisation Tool Services

	CDS
	Clinical Decision Support

	CDW
	Central Data Warehouse

	CE
	Concept Explorer

	CPU
	Central Processing Unit

	CRF
	Case Report Form

	CT
	Clinical Trial

	CT
	Computed Tomography

	CV
	Correlation Viewer

	DICOM
	Digital Imaging and Communications in Medicine

	DM
	Data Mining

	DT
	Data Translation

	DWH
	Data Warehouse

	EDAM
	EMBRACE Data and Methods (ontology)

	FAERS
	FDA Events Reporting System

	FISH
	Fluorescence In Situ Hybridization

	GCP
	Good Clinical Practices

	GO
	Gene Ontology

	HDOT
	Health Data Ontology Trunk

	HIS
	Hospital Information System

	HTML
	HyperText Markup Language

	HTTP
	HyperText Transfer Protocol

	IAM
	Identity and Access Management

	IdP
	Identity Provider

	IEmS
	Interactive Empowerment Services

	IHC
	Immunohistochemistry

	IP
	Internet Protocol

	JDK
	Java Development Kit

	JSON
	JavaScript Object Notation

	KEGG
	Kyoto Encyclopedia of Genes and Genomes

	LDW
	Local Data Warehouse

	MESH
	Medical Subject Headings

	MRI
	Magnetic Resonance Imaging

	NLP
	Natural Language Processing

	OA
	Ontology Annotator

	OAT
	Ontology Aggregator Tool

	OWL
	Web Ontology Language

	PACS
	Picture Archiving and Communication System

	PCR
	Polymerase Chain Reaction

	PHR
	Patient Health Record

	PIMS
	Patient Identity Management System

	QB
	Query Builder

	RAM
	Random Access Memory

	RDF
	Resource Description Framework

	REST
	Representational State Transfer

	SAML
	Security Assertion Markup Language

	SEARCH
	Seed Agglomerative and Recursive Clustering with Hypothesis Oriented Initialization

	SIOP
	International Society of Paediatric Oncology

	SMO
	Sequential Minimal Optimization

	SPARQL
	SPARQL Protocol and RDF Query Language

	SQL
	Structured Query Language

	SSO
	Single Sign On

	STS
	Secure Token Service

	SVM
	Support Vector Machine

	TTP
	Trusted Third Party

	UMLS
	Unified Medical Language System

	URL
	Uniform Resource Locator

	VM
	Virtual Machine

	XAML
	Extensible Application Markup Language

	XML
	Extensible Markup Language
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Clinical Recommendations

[ Category: PsychoSocial_Aspects , Sub-Category: BodyImage , Z-
score: @ 1,91]

Explanation: High values indicates that the patient tends to focus her attention
too much on the negative aspects of the problem, with a reduced information
processing. e —
Recommendation: Recognize patient\' worries about body changes, in order to

later shift the attention on other information framed in a positive format.

[ Category: PsychoSocial_Aspects , Sub-Category: Sexual_Problems
, Z-score: @ -1,41]

Explanation: High values are generally associated with a negative mood state
and to problems with intimate relationship.

Recommendation: highlight eventual organic-therapeutic consequences and
distinguish those from the psychological ones.

[ Category: Cognitive_Aspects , Sub-Categor
Z-score: @ 1,11]

Memory_Attention ,

Explanation: High values indicate a patient with difficulties in memorizing and
retrieving information. The greater the amount of information presented, the
lower the proportion correctly recalled.

Recommendation: consider to use external source of memory, such as written

information, and test the provided information retrieval.

[ Category: Cognitive_Aspects , Sub-Category: Cognitive_Closure ,

Z-score: @ 1,07 ] =
S
s

Explanation: Extremely high values indicate a patient that (a) meeds an
immediate resolution of the problem; (b) becomes hyper vigilant and pamic
looking for a solution, (c) give the choice responsibility to others. Extremely 1

low values indicate a patient that keep searching for information without being CiTRIX Talking: Prons Caer
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Fig. 7 — Explanation of criical values in a patient profie and the corresponding
recommendations for doctors.

4.3 Intelligent Alerts

Intelligent alerts are yet another customisation technique planned to enhance the patient
experience within [EmS, The system will be able to recognize an abnormality in the patient's
health status through the health information that the patient stores periodically in the PHR and
suggest a doctor visit or alert the doctor in a critical situation.

Currently dtug to drug interaction has been implemented to re
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Interactions Information

The prostacyclin analogue, Treprostinil, increases
the risk of bleeding when combined with the
anticoagulant, Lepirudin. Monitor for increased

bleeding during concomitant thearpy.
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