ACGT WP9 Technical Meeting – Notes
Heraklion, September, 10-11, 2007

Participants

	PSNC: 
	Juliusz Pukacki, Tomek Pionek

	FhG: 
	Dennis Wegener

	BIOVISTA: 
	Andreas Persidis, Vasillis Virvilis

	UPM: 
	Alberto Anguita

	CUSTODIX: 
	Stefan Castille

	FORTH:
	Manolis Tsiknakis, Stelios Sfakianakis, Lefteris Koumakis, Giorgos Zacharioudakis


Editorial Board discussions

Andreas: we should compile a list of technical documents that will be available in the website for the people willing to participate in the “ACGT Competition” to read. [ACGT Competition will be an invitation for non ACGT developers or interesting parties to create new services or tools that are compliant with the ACGT platform and extend its functionality or provide added benefits. There will be money prizes for the winners of the competition.]
	ACTION
	Manolis will send emails to people involved so that we start contributing to the contents of the website.  There should be some high level and condensed descriptions of the major parts of the ACGT platform (e.g. Grid, workflows, etc.)


Discussion on the “ACGT Competition”

Andreas: 3 major categories identified so far:

· Utility to the users

· Novelty

· Scientific Excellence

Stelios: Is the conformance to the ACGT platform a strict requirement for participating or it just increases the score of the candidates? There could be different levels of conformance

Stelios+all: The possible levels of conformance that give extra points to the score of a candidate are:

· Basic Web Service

· Security

· Metadata (compliant with ACGT) for discoverability
Manolis: Could add more, like the definition of new scenarios and the possibility of implementing these scenarios as workflows of existing or proposed ACGT services.

Stefan: Another category: developing ACGT compliant interfaces for existing (third party) tools.

Manolis: Does the security and ethical issues forbid the reuse of available tools? (Confidentiality of ACGT data).

Stefan: Even anonymized data could raise security concerns when combined with other data or after some processing.

Manolis: Also some concerns when we provide ACGT public data sets for the competition because then some people may take advantage of this and reuse these data sets without actually contributing to the competition.

Vassilis + Andreas: Create a limited number of dummy databases and data sets and use those for the ACGT Competition.

Stefan: Could have competition also for tools that are not services, e.g. visualization tools. Extra points could be given to tools that reuse existing ACGT services because they demonstrate better integration with the rest of ACGT.
Juliusz: We should provide tools to ease the competitor’s work in developing their ACGT compliant services. We should also make some tests by ourselves first before going and making a formal announcement in the website for the competition.
Session on Integration

Sharing resources in ACGT Grid

Presentation done by Juliusz 

Juliusz: The ACGT Grid is set up and available. Only the installation of Globus Toolkit is required for participating into the Grid. Bogdan Ludwiczak from PSNC is the person providing technical support and he has given guidelines for the installation of the software. The Common Grid Infrastructure and Advanced Grid middleware (Gridge) are done, however in the Business Layer (where we have GAS – authorization and GSI - Grid security) we are not quite finished. In particular the VO management policies are missing.

Manolis: We need to define the protocol/process for creating a new Virtual Organization (VO) from the portal. A VO is the set of participants in a Clinical Trial (CT) and a CT is an agreed set of data collected for a specific purpose. What’s the process for setting up a new CT? We should contact clinicians/bioinformaticians.
	ACTION
	Specification of the use cases for the creation and management of VOs. Working group composed of Juliusz, Stefan, Norbert, (possibly) Nikolaus. Report on October’s meeting.


Andreas: There may be services (e.g. for statistical analysis) that could be used in more than one VO and other services that there are VO specific.

Juliusz + Stefan: the authorization done for the services is person based. There could be groups of users or roles but actually the authorization is done based on the user identity.

Secure integration of Services

Presentation done by Stefan

Stefan: 
· The management of credentials is done by MyProxy
 and this is the way the portal works. MyProxy permits the use of simple username and password for the retrieval of proxy certificated required for delegation. There are already two installations of MyProxy in Custodix and Poznan.
· The Globus authorization system could be used to provide authorization in front of services in a non intrusive way (the service is agnostic of this). There is a plugin for the GAS to work with this system. The problem is that authorization done this way does not take into account the arguments (parameters) of the operations (Tomek).
· Transport layer security is faster than message level security (Stefan is very much in favor of it). The problem is that it doesn’t support delegation except when combined with MyProxy where the request includes the username/password information.

Discussion

A long and heated discussion on the best way to implement delegation, either by following the GSI message level security (which is slow) or the transport level security + MyProxy solution (which doesn’t seem to be so nice). The final outcome was that it’s best to have a uniform way to implement delegation in terms of GSI message level security.
	ACTION
	Specification of use cases for service publication and implementation. Have a reference implementation for one service (e.g. Biovista’s). Stefan has already created the skeleton of the implementation of a service (“service template”) in a wiki page and we all start to contribute there. There’s already some material prepared by PSNC to be filled in. This task is coordinated by WP9 and since it probably will not be completed by the October’s meeting the deadline is December.


Grid Data Management
Presentation by Juliusz

Juliusz:

· DMS provide a virtual file space. DMS is of distributed nature; files are organized in directories, and are identified by Logical Ids that are location independent. The logical ids are constructed by the client (the application that “stores” the data in DMS) and are subsequently transformed to physical ids which can be HTTP URIs, GRIDFtp URIs, etc.

· It is used by GRMS for the job execution.

· It has some modular architecture for its storage means and supports through plugins, in addition to normal file systems, tapes, UniTree
, etc. External databases could be included through the use of Proxies.

· Replication is supported but it requires some manual intervention. The mechanism for selecting the best replica of a file is currently under development.
· It also provides support for metadata. The Doublin Core metadata set
 is supported by default but it is easy to extend it by specifying user defined metadata schemas to support ‘key-value’ type of metadata.  These metadata, either the default or the user defined ones, can be used in performing queries in DMS.
Stelios: Quite good. We can use the DMS to implement the call-by-reference invocation of services so we have a (virtually) central repository for data and don’t make excessive transfers of data. Does it support “lifetime management”, e.g. so that you can say that this file should be deleted after one week?

Juliusz: Lifetime management is not so hard and can be implemented in two weeks time.

Stelios: Note that a service implemented using “call-by-reference” needs to support delegation because the retrieval of the referenced data requires the user’s credentials.
Presentation done by Dennis – Lots of good questions
Stelios: Metadata are provided by the user or the service who created (or processed) the data.

Stelios: The workflow environment should support the transformation of call-by-value to call-be-reference and the inverse in a user transparent way. This requires the inclusion of a “Data2DMS” or a “DMS2Data” service in specific points in the workflow. This is doable assuming there is enough metadata information about the services (i.e. so that we can identify if some parameter is a reference or not) 

	ACTION
	Define how the GridR is integrated and used in workflows. Task involves FhG, FORTH, PSNC. Collaboration and discussion through email, final decisions in October’s meeting.


Ontology Viewer
Presentation done by Vassilis

Vassilis: 

· GO, MESH, NLM, ACGT Master Ontology on Cancer (MoC) are the targets of the viewer

· It’s not easy to create a viewer and integrate it in the CRF builder so that it supports all the actions and the interactivity that is required.
· Specification of a web service interface for accessing the ontology with operations like: findNode, findLeastCommonAncestor, findChildren, findSiblings, etc. A service like this would make the integration of the ontology to the CRF builder easier.

Andreas: Biovista has worked on the visualization and searching of ontologies (actually taxonomies) in the past. Some clever tricks and good database design for storing the ontologies permit the execution of fast searches even in queries that work in combinatorial search space.

Manolis: There are 3 cases where some kind of ontology viewer is required:

· CRF Builder, where the user should be permitted to search the ontology and locate parts of it that are required for creating a CRF

· The Mediation Mapping tool where the local schema of a database is shown in one side and the ACGT MoC is shown on the other and the user can, somehow, match a local “concept” to a global one or do some other more complex mapping. This mapping tool will be provided by UPM.

· A generic visualization of the ACGT MoC, possibly provided through the portal

Andreas: The CRF builder need not have an ontology viewer per se, some way to form queries for the ontology will probably be enough. The generic visualization of the ontology in the portal could be implemented with some AJAX techniques and seems to be the only case where more quick responses to queries are required. 
	ACTION
	Biovista should collaborate with Gabrielle and Norbert on the requirements of CRF creator and also provide some guidance and experience to UPM for the mapping tool. A technical note that documents the use cases and the foreseen tools will be prepared by Biovista with UPM’s contribution and it will be used as input for technical discussions in the October’s meeting


Session on Workflows
Presentation of BPEL and Open Source BPEL enactors done by Giorgos, https://bscw.ercim.org/bscw/bscw.cgi/d325767/Open%20Source%20BPEL%20Engines.ppt 
Giorgos: 

· BPEL supports abstract and executable processes. Each executable process (workflow) is a web service (with WSDL etc.)

· ActiveBPEL, WEEP, Apache ODE were the main BPEL enactors we have seen:
· ActiveBPEL comes with two editions: open source and enterprise. The open source edition is less feature rich than the enterprise one.

· WEEP is a Globus Incubation project and has better chances to support GRID friendly technologies (e.g. GSI, WSRF) but currently lacks some important BPEL features

· Apache ODE has been installed and we have experimented with. More BPEL coverage and arguably better scalability based on the ACTORS model it uses internally.
· Adopting a standard workflow language like BPEL eases the choice of another enactor in the future if ODE is proved to be lacking important features.
· The biggest problem foreseen is the integration of Grid security with delegation in the enactor.

Presentation of the ACGT Workflow Editor and a demonstration of the current version done by Stelios, Lefteris https://bscw.ercim.org/bscw/bscw.cgi/d325757/ACGT%20Workflow%20Editor%20(awe).ppt 
The current version features:

· Service metadata integration: information about the services, operations parameters, data types of parameters is retrieved directly (through SQL queries) from a local installation of the metadata repository. 
· Composition of services in a pipeline (Data flow, no control structures)
· Simple workflow checking based on a small subset of data types

· Basic XML Schema types: integer, double, float, URI, string, Base64Binary

· Exact matching of types (no subsumption or implicit transformations)

· Export of the workflow in custom XML format. Basically the graph information (coordinates, etc.) and nothing else.

	ACTION
	Implementation of basic control structures (e.g. for repetition and choice), export of the workflow in WS BPEL 2.0, and the communication with the enactor will be implemented by FORTH by the end of 2007.


Session on Metadata

Presentation done by Stelios

Stelios: Need to decide what metadata we need and for what purpose. For the workflow environment the following service metadata is needed:

· Service programmatic description (WSDL) + Network addresses (so that they can be contacted) 

· Service functionality (functional categories classification)

· Services parameters with their data types to cover Syntactic and possibly Semantic integration

For WP6 it seems to be important to keep the connection between the data and the “model” and also the information how the data was produced, i.e. by which process/service/workflow, etc. (this was acknowledged by Dennis).
Dennis: How to describe the GridR service? GridR’s functionality is a generic one, the service accepts (possibly) any R script and arguments that depend on this R script.

Stelios: This is the case of a generic service and we most probably going to handle it differently (in a special way) in the workflow editor.  Need to think and discuss more about it.

Dennis: Providing metadata for each R function is a solution but requires a lot of work.

Stelios: Do we need to keep security metadata?
Stefan: I wouldn’t put much information in the metadata repository, certainly not the information about the VO to which a service “belongs”. Maybe the information about the authorization server used by a service and such kind of things could be stored as metadata.

Stelios: Storing of files metadata in DMS is not nice IMO. It’s better to have all the metadata in a single place: the metadata repository. It’s unfortunate that UMA could not attend this meeting in relation to Federico’s departure. 

Dennis: We plan to store metadata about the data in some other file in XML format instead of keeping it in the Metadata Repository. This will be done initially in order to speed up development. The linking between the data file and the metadata file will be implicit based on the filename and both files will be kept in the same directory in DMS. The exact type of metadata needed is not known currently. We can start by looking into a specific scenario. Furthermore since the DMS supports the management of metadata as well we can investigate its use (instead of using files for storing metadata)
	ACTION
	Experiment with DMS for storing metadata. FhG + PSNC, report on October’s meeting


Stelios: The linking between the data and the metadata files can be stored in the metadata repository. Need to look into the metadata repository’s schema and possibly ask the UMA people to extend it in order to accommodate also this type of metadata. 
	ACTION
	Metadata Repository, schema and interfaces. Stelios + UMA, report on October’s meeting


Stelios: With respect to data types, as basic types we can use the ones provided by XML schema and also some standard data formats like ‘image/jpeg’. 

Dennis: Oswaldo will visit FhG in beginning of October to discuss the data types related to bioinformatics and the metadata relevant to the R functionality.
	ACTION
	FhG and UMA work on specific bio-related data types and metadata related to R functions, report on October’s meeting


Alberto: The output of the mediator will be in the SPARQL Results format
, which is XML formatted, tabular data (depending of course on the input SPARQL query).
Dennis: How is the output of the mediator given to the GridR?

Stelios: If Mediator returns data by-value while the GridR receives data by reference (through DMS) then a component could be interleaved in order to store the results in DMS and pass their DMS logical id to GridR.

	ACTION
	UPM will provide an initial version of a client for the Mediator in order to do some testing with GridR by the end of September. FORTH will develop a service that wraps the mediator in order to return a reference to the data instead of the data itself. Report in October’s meeting. 


Dennis: How is the error handling achieved in the invocation of the enactor -> GridR -> Gridge -> R? Each of the intermediaries could face an error.
Stelios: No definite answer. Taking modern programming languages (e.g. Java) as an example an exception thrown in the middle of a call stack could either handled immediately (and therefore be hidden from the outer layers) or let escape to the outside unfolding the stack. So if R returns an error this could be returned by the GridR service as a Web Service error (“SOAP fault”) to the enactor which by default will stop the execution of the workflow.
� � HYPERLINK "http://grid.ncsa.uiuc.edu/myproxy/" ��http://grid.ncsa.uiuc.edu/myproxy/� 


� � HYPERLINK "http://www.ncsa.uiuc.edu/UserInfo/Resources/Hardware/UniTree/" ��http://www.ncsa.uiuc.edu/UserInfo/Resources/Hardware/UniTree/� 


� � HYPERLINK "http://dublincore.org/documents/dces/" ��http://dublincore.org/documents/dces/� 


� � HYPERLINK "http://www.w3.org/TR/rdf-sparql-XMLres/" ��http://www.w3.org/TR/rdf-sparql-XMLres/� 
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