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Abstract— Multi-modal image registration has been a chal-
lenging task in medical images because of the complex intensity
relationship between images to be aligned. Registration methods
often rely on the statistical intensity relationship between
the images which suffers from problems such as statistical
insufficiency. The proposed registration method works based
on extracting structural features by utilizing the complex
phase and gradient-based information. By employing structural
relationships between different modalities instead of complex
similarity measures, the multi-modal registration problem is
converted into a mono-modal one. Therefore, conventional
mono-modal similarity measures can be utilized to evaluate the
registration results. This new registration paradigm has been
tested on magnetic resonance (MR) brain images of different
modes. The method has been evaluated based on target registra-
tion error (TRE) to determine alignment accuracy. Quantitative
results demonstrate that the proposed method is capable of
achieving comparable registration accuracy compared to the
conventional mutual information.

I. INTRODUCTION

In medical imaging, multiple modalities of the same
subject or organ provide complementary information that is
very important for medical diagnosis and computer-aided
surgery [1]. Medical image registration has proven to be
a valuable tool to help clinicians integrate the information
obtained from different imaging modalities.

Of particular interest is registering multiple atlases ac-
quired from different modalities in a multi-atlas segmentation
problem [2]. The two important challenges associated with
atlas-based segmentation are the segmentation error caused
by atlas-target misalignment and the computational time
during the non-rigid registration framework. In this particular
problem, the segmentation accuracy and computation time is
mainly affected by the non-rigid registration of all atlases to
the target (patient) image [3], [4].

A key component in every image registration tool is
defining a way of measuring the similarity of images to be
aligned. For images captured from the same modality, classi-
cal similarity measures, such as sum-of-squared-differences
(SSD) and cross-correlation coefficient (CC), assume a linear
relationship between intensities of the corresponding pixels
across the whole image domain. This assumption will not
be valid for images obtained from different modalities or
imaging sensor types [1].

Traditionally, multi-modal image registration employs mu-
tual information (MI), which uses the statistical dependency
of the intensity values between images for evaluating the
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registration results [5]. However, for those cases in which
the intensity relations are not spatially invariant or there is
a complex intensity relationship, MI-based approaches may
suffer from local maxima and an incorrect global maximum
problem [6]. As a solution to this problem, conditional
mutual information (cMI) has been proposed in [7] to
incorporate spatial distribution in the formulation of mutual
information for non-rigid image registration.

Structural information has been used to improve the ro-
bustness and accuracy of the registration results [8], [9]. The
combination of edge orientation information and intensity
information in an entropy-based objective function was uti-
lized for registering images captured from different sensors,
such as visible and infra-red (IR) images [8]. De Nigris et al.
[9] proposed a registration method based on the alignment
of gradient orientations with minimal uncertainty. Later, a
multi-resolution approach was proposed in [10] based on
employing the dual-tree complex wavelet transform (DT-
CWT) to align IR and visible images. In this approach,
accurate estimation of registration in finer levels is obtained
using edge information in coarser levels. Cross-correlation
and mutual information are used to measure the similarity
in the coarser and finer levels, respectively. Using complex
phase order as a similarity measure for registering MR-CT
images was proposed by Wong et al. [11].

In this paper, we propose a fast multi-modal registration
method which transforms the problem of multi-modality
into a mono-modal registration problem. Image alignment
is achieved based on the extraction of structural features
from different modalities using an efficient combination
of complex phase information and gradient-based features.
Using this paradigm, the resulting feature images can be
considered as images from the same intensity mappings.
Hence, instead of employing complicated similarity measures
proposed in the literature for multi-modal registration, a
simple intensity-based similarity measure can be used.

In the following, the proposed registration methodology is
presented. The extraction of structural features based on a
combination of phase congruency and gradient magnitude is
explained. Next, simulation results, evaluation metrics and
experimental results are given in Section III. Finally, the
paper is concluded in Section IV.

II. METHODOLOGY

The problem of registering a moving image, Im, to a
fixed image, If , can be formulated as estimating the optimal
deformation transform as follows:
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T̂ = argmin
T

D
(
If , T (Im)

)
, (1)

where T stands for the transformation required to align the
two images, and D is the dissimilarity measure that is being
used to evaluate the alignment.

Registering images of different modalities require
more complicated similarity/dissimilarity measures com-
pared to the mono-modal case. Since conventional similar-
ity/dissimilarity measures for multi-modal cases are mainly
based on statistical intensity relationship [5], [6], [7], we aim
to build a registration method based on utilizing structural
features to bypass the issue related to highly complex inten-
sity relationships. The objective of the proposed method is to
transform Im and If to a new intensity mapping space using
structural features, so that a simple similarity/dissimilarity
measure can effectively be used to assess the alignment
procedure. In this paper, we seek to develop a strategy to
combine phase congruency and gradient-based information.

A. Extraction of Structural Features
1) Phase Congruency: Based on physiological and psy-

chological evidence [12], the phase congruency (PC) pro-
vides a simple model to imitate the human visual system
for detecting and identifying features in an image. Based
on the definition of PC introduced by Kovesi [12], the
multi-scale complex wavelet representation of Im and If
is computed using an over-complete Log-Gabor complex
wavelet transform. In the transform domain, each point x
is represented by complex responses Υn(x), where

Υn(x) = An(x) exp[jφn(x)]. (2)

In this equation, An(x), and φn(x) are the amplitude and
phase of the complex wavelet coefficients at location x for
the nth scale.

The final phase congruency is defined as

PC(x) =
E(x)

ε+
∑
nAn(x)

, (3)

where E(x) is the local energy of the coefficients at location
x and is calculated by

E(x) =
√
F 2(x) +H2(x). (4)

In this equation, F (x) and H(x) can be formed respectively
by summing the responses to the even and odd wavelet filters
over all scales.

2) Gradient Magnitude (GM): Aside from PC, which
is used to extract highly informative features, gradient of
image is required as the secondary feature to encode contrast
information. The traditional way to extract edge information
from an image is to compute the image gradient [13], which
can be expressed in the form of convolution masks. In this
paper, the common Sobel operator is used to extract the
gradient

Gx(x) : 1
4

1 0 −1
2 0 −2
1 0 −1

 ∗ f(x)

Gy(x) : 1
4

 1 2 1
0 0 0
−1 −2 −1

 ∗ f(x),

(5)

where Gx and Gy are the partial derivatives along the x and
y directions. Then, the gradient magnitude is defined as

GM =
√
G2
x +G2

y. (6)

B. Combination Strategy
The final stage of extracting structural features is to

combine features captured by complex phase with gradient-
based information. After applying intensity normalization on
PC ad GM , a combination strategy in the following generic
form can be used

J(x) = g
(
f1
(
PC(x)

)
f2
(
GM(x)

))
, (7)

where f1, f2, g, and J are respectively the function applied
on the phase congruency, gradient magnitude of the image,
fusing function, and the resulting image.

Since images have different intensity mappings, the edge
information obtained by gradient magnitude may be different
in terms of contrast and brightness. Therefore, a step of
intensity normalization followed by histogram equalization
can help to equalize the edge representation [13]. The result
of histogram equalization will be an image, named IGM .

The goal is to fuse structures extracted by PC and edge
information in such a way that pixel locations with high edge
information will be strengthened in the PC image. Therefore,
the combination strategy is proposed to be in the following
format:

J(x) = IαGM (x) · PCβ(x), (8)

where 0 ≤ IGM (x), PC(x) ≤ 1, and α,β are constant
parameters that are used to adjust the importance of phase
congruency and edge information. One can control the con-
tribution of PC and GM in the resulting feature image by
adjusting factors α and β. Fig. 1 shows the result of applying
GM on the PC result for a T1 brain slice in two different
cases with (α = 0.5, β = 1) and (α = 1, β = 1). As can be
seen in this figure, with α < 1, more edge information as
well as more blurry and noisy effects will be preserved. In
this paper, based on empirical tests, we have chosen α = 0.5
and β = 1. Thus, (8) turns into

J(x) =
√
IGM (x) · PC(x). (9)

Fig. 2 shows the resulting structural features extracted
from a brain slice in three MRI modes of T1, T2, and
PD using the proposed method. As is shown in this figure,
significant edge information which is common in all modal-
ities is preserved and the intensity information which is not
consistence across modalities is ignored.

Applying the above procedure on the input images, If
and Im, the resulting Jf and Jm will be images with the
same intensity mapping that can be fed into a mono-modal
registration procedure. Therefore, any intensity-based simi-
larity/dissimilarity measure can be used in the optimization
problem expressed in (1). In this paper, we use the sum of
squares of intensity differences (SSD) as the dissimilarity
measure which is defined as:

D(Jm, Jf ) =
∑
n

∣∣Tn(Jm(n)) − Jf (n)
∣∣2. (10)

5551



T1 Image Phase Congruency
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Fig. 1. Effect of applying GM on PC for a slice of T1 brain MR image.
The combination is performed using (8) and the results for two different α
values (α = 0.5 and α = 1) are compared. For lower α value (α = 0.5),
more edge information as well as more blurry and noisy effects will be
preserved.

For the initial tests, the method introduced in [14] is em-
ployed to perform the optimization problem in (1). As
described in [14], the gradient descent method is utilized to
iteratively update the transformation T , which is modelled by
the free-form deformation (FFD) transformation with three
hierarchical levels of control points.

Based on the theory described in sections II-A and II-B,
the algorithm of registering two images Im and If can be
summarized as:

1) Compute the phase congruency, (PCm, PCf ) using
(3) for input images Im and If ,

2) Compute gradient magnitude, (GMm, GMf ), using (6)
for input images Im and If ,

3) Normalize and perform histogram equalization, esti-
mate IGMm and IGMf

from GMm and GMf ,
4) Combine features extracted by PC, (PCm, PCf ), and

GM, (IGMm
, IGMf

), using (9) and compute Jm and
Jf ,

5) Perform the optimization problem in (1) to find T̂ using
the method in [14] for Jm and Jf with the dissimilarity
measure in (10).

III. EXPERIMENTAL RESULTS
A. Data

In order to evaluate the performance of the proposed
method, perfectly aligned ground truth data from multiple
MR modalities are required. For this reason, we have tested
our method on simulated normal brain MR scans generated
using the BrainWeb simulator [15]. The BrainWeb database
provides brain scans from the three MR modalities T1, T2,
and PD, with several noise and intensity non-uniformity con-
figurations. The generated noise in the images has Rayleigh

T1 T2 PD

Fig. 2. Structural features from different MR modes. The first row shows
a slice of brain scans in T1, T2, and PD modes. Second row shows the
structural features associated with the first row images. Significant edge
information which is common in all modalities is preserved and the intensity
information which is not consistence across modalities is ignored.

distribution in the background and Rician distribution in the
signal regions. For the experiments designed in this paper
to assess the method, we used perfectly aligned MR scans
in three modes of T1, T2, and PD with the volume size of
181×217×181 voxels and a slice thickness of 1 mm, noise
level of 3%, 5% and 7%, and intensity non-uniformity (INU)
of 20% and 40%.

B. Experimental Setup

A set of training data was generated using artificial de-
formations generated by the thin-plate spline (TPS). The
deformation field is normalized such that the maximum
displacement is limited to 15 mm. Registration accuracy
is evaluated quantitatively using the target registration error
(TRE), which is the Euclidean distance between the position
in the transformed image and its ground truth [16]. We
compared our approach with the conventional multi-modal
registration method based on using mutual information as the
similarity measure [5] with the same optimization method as
the one in [14].

C. Results and Discussion

In order to qualitatively assess the performance of the
proposed method, the result of multi-modal registration for
two different modalities is shown in Fig. 3. For this figure,
we have selected the 75th slice of brain scan in PD and
T1 modes of MR imaging generated by BrainWeb simulator
with 3% noise and 20% intensity non-uniformity level. T1
image is considered as the fixed image and the slice in
PD mode is deformed using the TPS to generate the test
moving image. Features extracted from both moving and
fixed images, before and after being aligned, are shown in
this figure. Features are shown in different colors, so that
the alignment can be compared before and after applying
the registration.

5552



Before Registration After Registration

Fig. 3. Registering a PD slice (red) to a T1 slice (green) for a sample
slice from BrainWeb database [15] with 3% noise and 20% intensity
non-uniformity. Features of the two images are shown before and after
registration to illustrate the degree of alignment.

Quantitative results for registering multi-modal images
with different levels of noise and intensity non-uniformities
are shown in Table I. Quantities in this table are obtained by
averaging the results of registering ten randomly deformed
images to a fixed image. Three experiments for T1-T2, T1-
PD, T2-PD multi-modal registration are reported in this
table. The performance of the registration by the proposed
method is compared to the conventional MI-based multi-
modal registration. As can be seen, as the noise and intensity
non-uniformity level increase, the performance of the regis-
tration method is degraded in all three cases. In case of T1-
T2 registration, for 7% noise and 20% non-uniformity, the
proposed method and MI-based method perform almost the
same. For T1-PD and T2-PD cases, because of poor contrast
representation of PD mode compared to other modes, the
registration accuracy is seen to be lowered. Specifically, at
7% noise and 20% INU, MI-based registration performs
better than the proposed method. As the non-uniformity
increases, the proposed method is shown to be more accurate
than the MI-based method. This is due to the fact that MI is
highly sensitive to non-uniformity in image intensity. How-
ever, the overall performance of the proposed registration
method, which is illustrated as the average over all noise
and INU levels, demonstrates higher accuracy compared to
the conventional MI-based registration method.

IV. CONCLUSION

We proposed a new method for registering multi-modal
images based on using structural features. Unlike most of
previous multi-modal methods that are working based on
statistical or structural similarity measures, which in most
cases can make the procedure more complicated, our pro-
posed method is designed to extract important features from
the input images and deal with feature images as in a mono-
modal case. The feature extraction is based on computing
phase congruency and gradient magnitude of the multi-
modal images. A combination strategy is designed to fuse
the information captured by the phase congruency and the
gradient magnitude. To validate our method, experiments for
registering different modes in the MR brain images were
conducted. Based on the results in this paper, the proposed

TABLE I
REGISTRATION ERRORS (IN MM) OBTAINED BY MI AND THE PROPOSED

METHOD (REG) FOR T1, T2, AND PD FROM BRAINWEB [15] WITH

DIFFERENT LEVELS OF NOISE AND INU [15].

Modalities
T1-T2 T1-PD T2-PD

Noise and INU level MI Reg MI Reg MI Reg

3%, 20% 1.74 1.11 1.97 1.59 2.14 1.23
5%, 20% 2.13 1.89 2.85 2.13 3.48 2.74
7%, 20% 3.07 3.05 4.21 4.28 5.63 5.94
3%, 40% 2.34 1.27 3.63 1.93 4.83 2.39
5%, 40% 3.81 2.32 5.64 3.14 6.94 4.03
7%, 40% 5.11 3.46 7.21 5.03 8.12 5.84

Average 3.03 2.18 3.19 3.02 4.97 3.69

method outperforms the conventional mutual information-
based registration, in terms of TRE accuracy. Future work
involves investigating the registration method for real data
acquired by MRI and other imaging modalities.
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