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Abstract— Kinect has been increasingly applied in rehabil-
itation as a motion capture device. However, the inherent
limitations significantly hinder its further development in
this important area. Although a number of Kinect fusion
approaches have been proposed, only a few of them was
actually considered for rehabilitation. In this paper, we propose
to fuse information from multiple Kinects to achieve this.
Given the specific scenario of users suffering from limited
range of movements, we propose to calibrate depth cameras
in multiple Kinects with 3D positions of joints on a human
body rather than in a checkerboard pattern, so that patients
are able to calibrate Kinects without extra support. Kalman
filter is applied for skeleton-wise Kinect fusion since skeleton
data (3D positions of joints) and its derivatives are preferred
by physiotherapists to evaluate the exercise performance of
patients. Various preliminary experiments were conducted to
illustrate the accuracy of proposed calibration and fusion
approach by comparing with a commercial Vicon system R©,
confirming the practical use of the system in rehabilitation
exercise monitoring.

I. INTRODUCTION
In physical rehabilitation, motion capture devices have

been utilised to monitor and record rehabilitation exercises
routines. Some of them, such as commercial Vicon system
[1] with high resolution and accuracy, are too expensive
and complicated to be operated and deployed by patients.
In comparison, Microsoft Kinect R© is a cheaper alternative
for therapists and patients to monitor rehabilitation exercises
on a daily basis in clinics and at home environments.

However, Kinect has some limitations. Firstly, the mea-
surement range of one Kinect is limited to cover complete
human movements. According to [2], a Kinect provides a
limited field of view (FOV) of 43◦ in vertical and 57◦ in
horizontal, while the effective range in z axis is 1 to 3
meters[3]. Although this range is enough for exercises of
upper extremity since they usually involve minimal move-
ment of whole body position, it may not fulfil requirements
of lower body exercises [4] that involve walking. Secondly,
Kinect is unable to detect occlusive joints [5], resulting in
inaccurate measurements of 3D positions of these joints.
Lastly, although the accuracy of a Kinect is good enough
for gaming, it should be improved to measure rehabilitation
exercises more accurately.

To overcome the limitations mentioned above, we propose
to fuse skeleton data captured from a number of Kinects,
involving two major steps, namely inter-Kinect depth camera
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calibration and skeleton data fusion. In the past few years, the
former has been studied by many researchers. For example,
Kinects were calibrated in [6] with global (all-to-all) external
calibration method with a hand-made calibration bar. Simi-
larly, a calibration tool with a pole and two boards was used
[7] to calibrate three non-overlapping Kinects where plane,
instead of corresponding points, was used as a common
feature. In [8], a best-fit plane calibration method was applied
to compute external parameters with a checkerboard. A
similar approach (singular value decomposition) was used
in [9] as we propose in this paper, but a checkerboard was
also required. Moreover, multi-Kinect fusion has also been
explored. For instance, in [10], a point cloud library was in-
troduced for Kinect point-cloud-wise fusion to construct 3D
models. Meshes captured from multiple Kinects were fused
in [6] for 3D reconstruction of moving people in real-time
with CUDA technology after calibrating these Kinects with
a checkerboard and a global external calibration approach.
A roulette wheel selection scheme was implemented [11] to
select the best joint position from candidate joint positions
captured from multiple Kinects.

From the above, it can be seen that the majority of Kinect
calibration approaches are point-cloud-wise and require a
checkerboard. However, in rehabilitation, especially tele-
rehabilitation, it will be easier if patients are able to calibrate
Kinects with joints on their bodies rather than a checkerboard
due to their physical condition which limits their movement
to varying degrees. Some of them may be unable to set up a
checkerboard. Also, skeleton data is favoured in some reha-
bilitation scenarios since all necessary data, such as velocity
and angle [12], [13], can be computed easily. Therefore,
rather than fusing point cloud and then derive positions of
joints from it, we propose to fuse skeleton data directly.

The contributions of this paper are two folds. Firstly, since
skeleton data is quite noisy, we extend Umeyama et al.’s
algorithm [14] so that the pose parameters, namely rotation
matrices and translation vectors, between multiple Kinects
can be optimised with joint positions of patients, instead of
using checkerboards. Secondly, Kalman filter is implemented
to use skeleton data as input and output of the fusion process
to improve measurement accuracy.

The rest of the paper is organised as follow. The extension
of Umeyama et al.’s algorithm and the model of the system
for Kalmen filter are introduced in Section 2 and 3. Experi-
ments and results are presented and discussed in Section 4,
followed by the conclusion.
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II. MULTI-KINECT CALIBRATION

To calibrate multi-Kinect system with N +1 Kinects (one
reference and N reliant Kinects), the 3D positions of M ≤
20 joints will be utilised. The local Cartesian coordinate
system of the reference Kinect is selected as the global
coordinate system. The purpose of multi-Kinect calibration
is to compute the optimised pose parameters between each
reliant Kinect and the reference Kinect. To estimate poses of
Kinect more efficiently, we propose to organise the data in
matrix forms as follows.

The measurements of M joints captured in total F ∈ Z+

frames with time interval δ t from the reference Kinect is
organised as P = [P1,P2, . . . ,PM]> ∈ R3MN×F , where

Pm =


(Pm

1 )1 (Pm
1 )2 · · · (Pm

1 )F

(Pm
2 )1 (Pm

2 )2 · · · (Pm
2 )F

...
...

. . .
...

(Pm
N )1 (Pm

N )2 · · · (Pm
N )F

 ∈ R3N×F , (1)

and (Pm
n ) f = [x,y,z]> with m = 1,2, . . . ,M, n = 1,2, . . . ,N

and f = 1,2, . . . ,F . Here > is a transposition and x, y and
z are coordinates along the X, Y and Z axis of a Cartesian
coordinate system respectively. In addition, (Pm

1 ) f = (Pm
2 ) f =

· · ·= (Pm
N ) f .

At the same time, the measurements of these joints
from reliant Kinects are notated as Q = [Q1,Q2, . . . ,QM]> ∈
R3MN×F , which shares the same structure as P, but
(Qm

1 )
f ,(Qm

2 )
f , · · · ,(Qm

N)
f are not necessarily the same.

As for rotation matrices, we organised them as R =
diag{R1,R2, . . . ,RN} ∈ R3N×3N (diag{·} creates a matrix
with elements in brackets on its diagonal) and translation
vectors as T = [T1,T2, · · · ,TN ]

> ∈R3N×1. Here Rn and Tn with
n = 1,2, ...,N represent the rotation matrix and translation
vector of the nth reliant Kinect with respect to the reference.

To compute R and T , the following process can be utilised.

1) The centroid of two sets of data over all the frames
and joints can be found as A = CPD>/MF and B =
CQD>/MF , where C = [I3N , I3N , · · · , I3N ] ∈ R3N×3MN

and D = [1,1, . . . ,1] ∈ R1×F .
2) The error between measurement sets and their corre-

sponding centroids for the reference Kinect and the
reliant Kinects (notated as J and K respectively) can
be computed as J = P−C>AD and K = Q−C>BD,
where, J and K share the same data structure with P
and Q respectively.

3) A 3N × 3N matrix can be computed as H =

∑
M
m=1 JmK>m .

4) 3×3 block matrices on the diagonal of H are extracted
as L = diag{H11,H22, · · · ,HNN}, whose singular value
decomposition is SV D(L) =UΣV>.

5) The rotation matrix is R = USV>,
where S = I when det(UV ) = 1 or S =
diag{1,1,−1,1,1,−1, . . . ,1,1,−1} when rank(Σ) = 2
and det(UV ) = −1 (det{·} and rank{·} find the
determinant and the rank of the matrix in the brackets
respectively).

6) The translation vector T can be calculated as T = A−
RB.

III. SKELETON DATA FUSION

Since our system is a linear system, it can be written as

x f+1 = Ax f +Bw f (2)
y f =Cx f − T̂ + vk. (3)

Here, x f sharing the same structure as the f th column of
P, except that (Xm

n ) f = [s1 s2 s3 s4 s5 s6 s7 s8 s9]
> (the three

tuples correspond to positions, velocities and accelerations
along X, Y and Z directions respectively) is the estimated
state of all the joints at frame f . As for y f , it is the f th

column of Q. In addition, T̂ = [T,T, ...,T ]> ∈ R3MN×1

Moreover

A =


a 09 · · · 09
09 a · · · 09
...

. . .
...

09 · · · a

 ∈ R9MN×9MN , (4)

where

a =

 I3δ t I3δ t/2 I3δ t2/2
03 I3δ t I3δ t/2
03 03 I3δ t

 ∈ R9×9. (5)

B =

 b 09×3 · · · 09×3
...

...
09×3 · · · b

 ∈ R9MN×3MN , (6)

and

b =



δ t2/2 0 0
0 δ t2/2 0
0 0 δ t2/2

δ t/2 0 0
0 δ t/2 0
0 0 δ t/2
1 0 0
0 1 0
0 0 1


, (7)

where δ t is the time interval between two consecutive
sets of data collected from the multi-Kinect system, and C =
diag{C1,C2, ...,CM}, where

Cm =


Cm

1 03×9 · · · 03×9
03×9 Cm

2 · · · 03×9
...

...
03×9 03×9 · · · Cm

N

 ∈ R3N×9N (8)

and
Cm

n = [R−1
n 03×6] ∈ R3×9. (9)

After establishing the model, Kalman filter process can be
utilised to update the state in real time.
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IV. EXPERIMENT AND RESULT

To evaluate the performance of the proposed approach for
multi-Kinect depth camera calibration and skeleton fusion,
we performed both simulations and real-data experiments.
At the same time, we validated the results of the real data
experiments with the VICON system.

A. Calibration

1) Simulation: To perform the simulation in Matlab R©, 3D
positions of various number (1 to 5) of simulated skeleton
joints generated over different length of period (1 to 10
frames) were generated and then rotated and translated with
some pre-defined rotation matrices and translation vectors,
which were used to simulate trajectories captured from
two Kinects for calibration. To estimate the ability of this
approach to counter noise, 10 db Gaussian noise was added
to the rotated and translated trajectories.

Total Frames

1 2 3 4 5
1 0.57/0.82 0.29/0.68 0.21/0.85 0.94/0.97 0.96/0.94
2 0.17/0.76 0.39/0.11 0.95/0.97 0.96/0.99 0.97/0.99
3 0.79/0.93 0.82/0.81 0.96/0.98 0.98/0.99 0.99/0.99
4 0.59/0.79 0.91/0.92 0.97/0.99 0.99/0.99 0.99/0.99
5 0.87/0.99 0.99/0.99 0.99/0.99 0.99/0.99 0.99/0.99

TABLE I: Correlation coefficients between estimated rotation
matrices and translation vectors and the pre-defined ones.
The first column shows the number of joints used to perform
calibration

From the table, it is obvious that the accuracy of the
estimated rotation matrices and translation vectors increase
with time, and the more the number of joints are used, the
fewer the number of total frames are needed to reach a high
accurate estimation (with 0.99 correlation coefficient). As
presented in Table I, when one joint is used, at least five
frames are needed to compare with only two frames for five
joints.

2) Real-data Experiment: In real-data experiment, we not
only estimated the pose parameters between two Kinects, but
also validated the data obtained from Kinects with respect
to the Vicon system. Two Kinects were nonlinearly placed
with their orientations towards the subject(refer to Fig. 1
for system setup). Five sets of data, including circular, front
raise, helical and two random motions, with 500 frames
in each performed by a healthy person were captured by
two Kinects and a Vicon system simultaneously. In this
experiment, we only used 3D positions of one joint (right
wrist) to demonstrate that in real scenario, one joint is
sufficient to calibrate two Kinects accurately. Here, due to the
page limitation, we only presented the results of circular and
front raise motion. In figure 2, Tk1v, Tk2v and Tf v represent
for the rotated and translated trajetories of the raw ones from
two Kinects and the fused one, while V is for raw trajectories
from the Vicon system.

From figure 2, we can see that it is possible to compute a
quite accurate rotation matrix and translation vector with one

Fig. 1: System setup, including two Kinects and a Vicon
system
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Fig. 2: Rotating and translating trajectories of right wrist
captured from two Kinects to the coordinate system of the
Vicon system with estimated rotation matrices and translation
vectors between two Kinects and the Vicon system. Fig. 2a
and 2b are for circular motion and Fig. 2c and 2d are for
front raise motion.

joint over approximately 200 frames from two Kinects. To
validate the accuracy of this, we attached three non-linearly
located markers on each Kinect so that the roll, pitch and
yaw of the reliant Kinect with respect to the reference Kinect
could be computed from the positions of these markers
in a geometric approach, which were compared with that
computed from the proposed approach. After a number of
frames (around 60 for circle motion and 150 for front raise
motion), the estimated relative orientation and the position
of the reliant Kinect with respect to the reference one were
very close (±1.75◦ for the orientation and ±0.0083, ±0.0127
and ±0.0109 meter for positions in X, Y and Z axis) to that
computed from the positions of Vicon markers.

B. Fusion

After the calibration process, more position data (48
datasets with 500 frames in each) of right wrist from three
healthy subjects was collected with this multi-Kinect system
and the Vicon system. Since the sampling frequency of
Kinect (30 Hz) and the Vicon system (250 Hz) were different,
data captured from Kinects was re-sampled to 250 Hz. To
illustrate the improvement of using this multi-Kinect system,
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the raw trajectories from two Kinects and the fused one
would be rotated and translated to the coordinate system of
the Vicon system with previously computed rotation matrix
and translation vectors between each Kinect and the Vicon
system. These rotated and translated trajectories were notated
as Tk1v, Tk2v and Tf v respectively.

Two types of statistics were carried out. Firstly, the average
of root mean square errors (RMSE) between Tk1v, Tk2v, Tf v
and the trajectory captured from the Vicon system (Tv) were
computed and shown in Table II. Secondly, improvement
percentages would be computed as

IMPk1 f = 100%∗ (MSEk1v−MSE f v)/MSEk1v,

IMPk2 f = 100%∗ (MSEk2v−MSE f v)/MSEk2v,

where MSEk1v, MSEk2v and MSE f v means the MSE between
Tk1v, Tk2v, Tf v and Tv. The means and standard deviations of
the improvement percentages were computed, as well as the
improvement probability, which indicates how many times
the fused trajectory would be more accurate than raw ones
over the total number of datasets.

Fused (m) Kinect 1 (m) Kinect 2 (m)

X 0.0171 0.022 0.0241
Y 0.009 0.0116 0.0129
Z 0.0163 0.021 0.0236

TABLE II: RMSE between Tf v, Tk1v, Tk2v and Tv in three
axes

Mean STD

IMPk1f 22.88% 18.45%
IMPk2f 27.34% 17.14%

Overall IMP 25.11% 17.80%
IP 75%

Time 3.2860e-04

TABLE III: Means and standard deviations (STD) of im-
provement percentages, as well as the improvement proba-
bility and the computational time for fusing 3D positions of
one joint captured from two Kinects

From Table II, it is clear that the average RMSE of fused
trajectories is smaller than those collected from the two
Kinects, which illustrates the effectiveness of the fusion of
skeleton data. Moreover, from Table III, it can be seen that
the average improvement percentage is 25.11% (three out
four times the fused trajectory is more accurate than the raw
ones). Further, since the computational time for each frame
is only 3.2860e-04 second, this approach can be used in real
time.

V. CONCLUSION

Since people who need physical rehabilitation usually suf-
fer from limited range of movement, when we deploy multi-
Kinect systems to overcome the inherent issues of Kinects,
we have to take their special situation into consideration.
Although checkerboards have been widely used for Kinect
calibration, it is not convenient for patients if they want to use

a multi-Kinect system at home without caregivers. Therefore,
in this paper, we proposed to use 3D positions of patient
joints captured by Kinects to perform the calibration. As a
result, patients are able to calibrate a multi-Kinect system
easily and quickly without additional support. Moreover,
since physiotherapists are likely to evaluate patients’ reha-
bilitation exercises with their velocities, angles and angular
velocities that can be easily computed from skeleton data,
we proposed to skip the point-cloud-wise Kinect fusion and
used skeleton data as the source and outcome of fusion
directly. Although skeleton data is quite noisy and inaccurate
for rehabilitation, the experiment results show that multi-
Kinect system can be used to overcome this disadvantage to
a certain degree. In the future, we intend to apply this multi-
Kinect system in real rehabilitation environment to validate
its effectiveness.
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