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Abstract— Mass spectrometry imaging (MSI) is valuable for 

biomedical applications because it links molecular and 

morphological information. However, MSI datasets can be very 

large, and analyzing them to identify important biological 

patterns is a challenging computational problem. Many types of 

unsupervised analysis have been applied to MSI data, and in 

particular, clustering has recently gained attention for this 

application. In this paper, we present an exploratory study of 

the performance of different analysis pipelines using k-means 

and fuzzy k-means clustering. The results indicate the effects of 

different pre-processing and parameter selections on 

identifying biologically relevant patterns in MSI data.   

I. INTRODUCTION 

Mass spectrometry imaging (MSI) is a technique used to 

measure the molecular composition of a sample across its 

surface. MSI data is three-dimensional, with spatial (x,y) 

dimensions corresponding to the sample dimensions, and a 

spectral (z) dimension corresponding to the m/z (mass-to-

charge ratio) values measured by the mass spectrometer. A 

key advantage of MSI is its ability to simultaneously 

measure the spatial distribution of thousands of m/z values 

in a single dataset [1]. This is much greater than multiplex 

techniques in immunohistochemistry, which also require 

prior knowledge of targets and the use of specific antibodies. 

Thus, MSI is an ‘-omic’ technology that enables the 

discovery of meaningful spatial molecular patterns. 

However, MSI data size presents an analytical challenge.  

Many different unsupervised techniques have been 

applied to identify patterns in MSI data. Principal 

component analysis (PCA), a dimensionality reduction 

technique, is a common method [2]. Related methods, such 

as non-negative matrix factorization and independent 
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component analysis, have also been tested [3, 4]. Clustering 

is an important approach for MSI data analysis. Both 

hierarchical and k-means clustering have been implemented 

for MSI data, and have been shown to yield highly relevant 

clusters corresponding to biological structures. For example, 

Alexandrov and colleagues recently showed that k-means 

can differentiate between tumor and non-tumor regions in 

larynx carcinoma MSI data [5]. Other studies by the same 

group applied clustering techniques to matrix assisted laser 

desorption/ionization (MALDI)-MSI data to perform 

functionally and anatomically meaningful spatial 

segmentation [6, 7]. Hierarchical clustering has also been 

investigated in MSI; McCombie and colleagues used 

hierarchical clustering, together with PCA and discriminant 

analysis [8]. Another recent study also performed 

hierarchical clustering following PCA in order to compare 

MALDI-MSI data to histological data for cancer, and found 

that the results are not always congruent [9].   

While these recent studies have demonstrated the efficacy 

of clustering for MSI analysis, typically a fixed clustering 

protocol – i.e., data pre-processing steps and clustering with 

a chosen algorithm and parameters – is followed. However, 

the end clustering result is sensitive to the choices of data 

pre-processing methods, clustering algorithm, and its 

parameters. For k-means clustering in MSI, parameters of 

particular interest are the value k, the distance metric, and 

the dimensionality reduction method, if any. Systematic 

comparison of alternative choices for each of these pipeline 

components could lead to improved clustering results.  

In this paper, we present an exploratory study of the 

effects of these alternatives on clustering MSI data using k-

means and fuzzy k-means. The results of this comparative 

analysis can assist in the design of clustering pipelines for 

MSI data analysis, and may thereby improve detection of 

meaningful biological patterns.   

II. METHODS 

Fig. 1 provides an overview of the workflow in this study.  

A. Data 

Two MALDI-MSI datasets of mouse brain tissue from 

different spatial perspectives were analyzed. The first is 

from a coronal perspective (spatial dimensions: 103x169, 

spectral dimension: 8,000 m/z values); the second is from a 

sagittal perspective (spatial dimensions: 104x168, spectral 

dimension: 8,000 m/z values).   

B. Dimensionality Reduction 

As previously noted, PCA is a popular technique for 

assessment of MSI data, and can be used as a precursor to  
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Figure 1.  Flow chart showing workflow: the effects of dimensionality 

reduction,  distance metrics, and clustering algorithm were examined.  

performed clustering analysis. In this study, clustering 

analyses were performed both with and without a preceding 

PCA step. When PCA was performed, the number of 

principal components retained was chosen to explain 90% of 

the variance in the datasets.  

C. Clustering Algorithms and Distance Metrics 

K-means and fuzzy k-means clustering are examined in 
this study.  K-means works by partitioning the dataset into a 
pre-specified number (k) of clusters. Each observation (data 
point) is assigned to the cluster closest to it, as measured by a 
specified distance metric. In this study, four distance metrics 
were investigated with k-means: Euclidean distance, city-
block (Manhattan) distance, correlation distance, and cosine 
distance. In fuzzy k-means, the probability that an 
observation belongs to every possible cluster is determined.  
Euclidean distance was used with the fuzzy k-means 
algorithm. For both approaches, nine values of k ranging 
between two and 10 were examined.   

D. Performance Evaluation 

Considering the two different clustering algorithms, four 

distance metrics, and application of dimensionality 

reduction, 10 different analysis pipelines were considered. 

First, we examined how these differences influence cluster 

quality, as measured by the Calinski-Harabasz (CH) index 

[10]. This is an intrinsic evaluation that measures cluster 

quality. The index is defined as the normalized ratio of the 

between- and within-group sums of squares. Higher values 

of the index indicate more well-defined clusters.  
Second, we evaluated the performances of different 

clustering analysis pipelines in terms of identifying 

meaningful biological patterns. Manual annotation of the 

two MSI datasets yielded a set of 21 m/z images 

representing the predominant spatial patterns in the data. 

These were used as references to compare the effects of the 

clustering algorithms, distance metrics, and dimensionality 

reduction.  For a given value of k, the clustering results were 

represented as k binary images. For each set of clustering 

results, the spatial correspondence of each cluster image to 

the set of 21 m/z images was evaluated by calculating the  

 

 
Figure 2.  K-means clustering results (k = 4) using the coronal dataset. 

Top: city-block (l), correlation (r), Bottom: cosine (l), and Euclidean (r).  

Pearson correlation between the binary cluster image and the 

binary m/z image. Otsu’s method was applied to generate 

binary m/z images. Then, each of these 21 m/z images was 

associated with the maximum value from among the k 

correlation values calculated for it. High correlation values 

indicate that the output of a given pipeline corresponds to 

biologically meaningful spatial patterns.  

III. RESULTS 

Fig. 2 shows an example clustering results from k-

means, for k = 4, from the four different distance metrics, 

following PCA. Although the number of clusters is held 

constant, different spatial structures are highlighted in these 

results, indicating the effect of the distance metric. In this 

example, Euclidean distance and correlation appear to reveal 

finer structural details than city-block and cosine distance.  

 

 

 

 
Figure 3.  Variations in the Calinski-Harabasz index across different 

clustering pipelines in the coronal and sagittal datasets. 
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Figure 4.  Mean correlation of the binary cluster images from 10 pipelines with reference m/z images selected via manual annotation. In each panel, the 

horizontal axis represents the 21 reference m/z images, and the vertical axis represents different values of k (top: k = 2; bottom: k = 10).

Fig. 3 demonstrates how the CH index differs among the 

clustering pipelines for different values of k in the two 

datasets. As expected, for almost all of the pipelines, k = 2 

yields the highest CH index, since this typically identifies 

the major variation: tissue vs. non-tissue regions. Euclidean 

distance was consistently associated with the highest CH 

index values, while those for the cosine and correlation 

distances were lower. However, as shown from the previous 

clustering result, this does not necessarily indicate that 

cosine and correlation distances do not yield meaningful 

spatial patterns. For k-means, dimensionality reduction via 

PCA generally increased the CH index for higher numbers 

of clusters. This is important because higher numbers of 

clusters could identify more detailed structural patterns. 

However, for fuzzy k-means with Euclidean distance, PCA 

did not have a notable effect.  

Next, clustering results from each pipeline were evaluated 

by comparing them with m/z values known to be 

representative of the dataset. These results are shown in Fig. 

4. As previously noted, nine possible values of k were tested, 

ranging from two to 10. Each of these k images was 

correlated with each of the 21 representative m/z images 

chosen by manual annotation. There are 20 panels of size 

9x21 shown in Fig 4., each describing a particular clustering 

pipeline on one of the two datasets. Thus, for each row (k 

value) in a single 9x21 panel, the entries represent the 

maximum correlation of any of the k images with the 21 m/z 

images. We are interested in seeing whether certain 

clustering pipelines yield clusters which are highly 

correlated to the set of reference m/z images; this would be 

indicated by more reddish regions in the panels. Overall, 

smaller values of k (located near the top of the panels) were 

associated with higher correlation values. This means that 

when fewer clusters were generated, they tended to be more 

highly correlated to one or more of the m/z images. 

Additionally, the correlation values tended to be higher with 

some m/z images in particular, as shown by the vertical lines 

observed in some of the reddish regions. In both datasets, 

PCA increased the correlation values for Euclidean distance. 

The results for the cosine and correlation distances were 

mixed. In the sagittal dataset, implementation of PCA 

appeared to increase the correlation values for larger values 

of k (located further down on the panels). In the coronal 

dataset, PCA decreased correlation values for smaller k. For 

city-block distance, in both datasets PCA appeared to 

slightly reduce the correlation values. In fuzzy k-means, 

again, PCA did not appear to have a notable effect.  

IV. DISCUSSION 

In this paper, we present a comparative analysis of the 
effects of dimensionality reduction and distance metric 
choice on the results of k-means clustering for MSI datasets. 
Results on experimental MALDI-MSI data showed that these 
clustering pipeline parameters have a notable effect on the 
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broad and fine physiological structures highlighted by the 
clusters. Additionally, they affected cluster quality as 
measured by the Calinski-Harabasz index. Finally, clusters 
from alternative pipelines were compared to a set of 21 m/z 
images that represent the predominant spatial patterns in the 
datasets, and several patterns were observed.  

The results of this study so far provide several 
observations on the effects of different components in the 
analysis pipeline. First, the effects of PCA are mixed. 
Applying PCA prior to clustering improved cluster quality as 
measured by the Calinski-Harabasz index. However, for 
some distance metrics, it actually decreased the correlation of 
the cluster images to the set of reference m/z images. Second, 
the Euclidean distance consistently led to the highest cluster 
quality in terms the Calinski-Harabasz index. However, since 
k-means clustering minimizes the within-cluster sum of 
square distances when using the Euclidean distance metric, 
repeating this analysis with other cluster quality metrics will 
be useful. The Euclidean distance also yielded some high 
correlation values with the reference images, particularly for 
the coronal dataset. However, the other three distance metrics 
also yielded high correlation values. Notably, several of these 
high correlation values were for different reference m/z 
images (columns in the panels) than those highlighted by 
Euclidean distance. This observation indicates that it could be 
valuable to identify distance metrics that tend to yield 
complementary results.  

We identify several routes for improvement and further 
research on this topic. First, the observations thus far do not 
lead to conclusive recommendations for a clustering analysis 
pipeline. These observations have been made based on 
analysis of two MALDI-MSI datasets of the same biological 
subject. Stronger conclusions could be obtained after further 
testing on a range of MSI datasets, including both other 
MALDI-MSI datasets and those from other ionization 
modalities, such as DESI. Additionally, testing on MSI 
datasets of synthetic (non-biological) samples which contain 
very specific spatial patterns for reference could further 
improve assessment. Third, the effects of the variables of 
interest could be tested using other cluster quality measures. 

Only limited results were obtained in this study for fuzzy 
k-means. Comprehensive testing of fuzzy k-means with 
additional distance metrics is a future target. The 
investigation of other variants of k-means for MSI clustering, 
such as k-mediods and harmonic k-means, is of interest, as 
well as hierarchical clustering.  

In conclusion, this type of comparative study can provide 
understanding into the strengths and weaknesses of different 
pipelines for clustering in MSI. Identifying pipelines which 
tend to perform better can then assist researchers in 
identifying biologically meaningful patterns through MSI.  
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