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Abstract—This is a proposal for an efficient very-large-scale 

integration (VLSI) design, 16-channel on-line recursive 

independent component analysis (ORICA) processor ASIC for 

real-time EEG system, implemented with TSMC 40 nm CMOS 

technology. ORICA is appropriate to be used in real-time EEG 

system to separate artifacts because of its highly efficient and 

real-time process features. The proposed ORICA processor is 

composed of an ORICA processing unit and a singular value 

decomposition (SVD) processing unit. Compared with previous 

work [1], this proposed ORICA processor has enhanced 

effectiveness and reduced hardware complexity by utilizing a 

deeper pipeline architecture, shared arithmetic processing unit, 

and shared registers. The 16-channel random signals which 

contain 8-channel super-Gaussian and 8-channel sub-Gaussian 

components are used to analyze the dependence of the source 

components, and the average correlation coefficient is 0.95452 

between the original source signals and extracted ORICA 

signals. Finally, the proposed ORICA processor ASIC is 

implemented with TSMC 40 nm CMOS technology, and it 

consumes 15.72 mW at 100 MHz operating frequency. 

I. INTRODUCTION 

Electroencephalogram (EEG) is a non-invasive tool for 
recording electrical activity along the scalp produced by the 
firing of neurons within the brain. In recent years, many 
portable EEG systems have been proposed in academic 
research, the business community, and plenty of tiny 
bio-status recorder systems. However, EEG signals are very 
sensitive, and are always contaminated by various 
disturbances like ocular artifacts, electromyography (EMG), 
and electrical noise from nearby instruments, which seriously 
affect the precision of identifications and analysis when 
acquiring the EEG signals.  

Independent component analysis (ICA) has proven to be 
an effective method to clearly separate the clean EEG signal 
and artifacts into different channels from the contaminated 
EEG signals. The results obtained after processing of ICA can 
be used for further applications such as brain–computer 
interfaces (BCIs) [2]. To immediately enhance applications 
for BCIs, real-time ICA pre-processing is essential. The 
advanced ORICA algorithm proposed by [3] is different from 
the common ICA algorithm such as Infomax [4] and FastICA 
[5]. It can be used in real-time EEG systems to separate 
artifacts due to its faster convergence rate and satisfactory 
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separation performance features. ORICA is more feasible and 
efficient in obtaining accurate results in a real-time EEG 
system. Because of the complicated computations of ORICA, 
it is not suitable for a PC-based implementation. Therefore, 
this study proposes a high-efficient hardware design of 
16-channel on-line recursive ICA processor ASIC for 
real-time EEG system. The organization of this paper is as 
follows. In section II, the ORICA system adopted algorithm is 
described. In section III, the system architecture and design 
methods are presented. The experimental results are given in 
sections IV , and section V is the conclusion. 

II. DESCRIPTION OF ORICA ALGORITHM 

This proposed application-specific integrated circuit 
(ASIC) adopts a recursive algorithm, ORICA [3], to 
implement a real-time EEG acquisition system. The flow chart 
of the ORICA algorithm in this paper is depicted in Fig. 1. The 
ORICA algorithm presented in this paper is composed of two 
main parts: the whitening unit and the training unit. 

A. Whitening 

After EEG raw signals X are acquired from each channel, 
and the whitening unit estimates covariance matrix Cov(X) of 
X. It creates the uncorrelated vector Z to effectively accelerate 
the training processing from (1) to (3). The inverse covariance 
matrix P is obtained by SVD unit in the real-time EEG system. 
It is able to reduce the computation time of the ORICA 
training unit to accelerate the convergence speed. 
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B. ORICA Training  

The ORICA training is presented from (4) to (8). The goal 
is to find an adjustable separating matrix Wn and the 
independent component Y. When nW  is closed to zero, the 

Wn matrix is convergent. In order to feasibly implement the 

ORICA algorithm in hardware, the coefficient 0  and  are 

set to 0.995 and 0.6 respectively in this design. 
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Figure 1.  The flow chart of the ORICA algorithm. 
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C. The SVD 

During the calculating procedure of each sampling data 
such as in (2) and (8), inverse and inverse square root matrices 
must be processed. Since it is very difficult to be resolved in 
the hardware, this paper develops a SVD unit to solve the 
problem of large amount of complicated computation. 

The Jacobi SVD (JSVD) algorithm has proven to be an 
effective method to deal with pseudo inverse, matrix 
approximation and also ill-posed problems. Amxn is a 
rectangular matrix and can be decomposed into three special 
matrices as shown in (9) by JSVD definition. The columns of 
Umxm and VT

nxn are the eigenvectors of AAT and ATA, and the 
diagonal elements of Σmxn are singular values of matrix A. 

Amxn = Umxm Σmxn V
T 

nxn (9) 

Using the property of the unitary matrix, (9) can be written as 
the following form 

A = U Σ V
T  =>  UT A V=Σ (10) 

III. THE REAL-TIME EEG SYSTEM ARCHITECTURE 

The hardware architecture of the 16-channel real-time 
EEG systems based on ORICA processor is shown in Fig. 2. It 
comprises five main processing units: a system control unit, a 
whitening unit, a ORICA training unit, a SVD unit, and an 
ORICA output stage and floating matrix multiplier. 

A. The System Control Unit 

This control unit is in charge of the ORICA processor data 

flow. It controls the using permissions of each unit to avoid 

data conflicts and structure hazards. 

B. The Whitening Unit 

In the pre-processing stage, the raw EEG signals are 

pre-processed by whitening transformation in the whitening 

unit. The whitening transformation is an effective method that 

can decorrelate the EEG original source. This unit converts 

the covariance matrix COV_X into the identity matrix. This 

effectively creates new random variables that are 

uncorrelated and have the same variances as the original 

random variables. After decorrelation, iterations in the 

training unit can be converged efficiently. Also, the 

complexity of computation can be extensively decreased.  
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Figure 2.  The overall hardware architecture of the proposed EEG system. 

C. The ORICA Training Unit 

The training unit, which is shown in Fig. 3, is used to 

calculate the unmixing matrix Wn, and it consumes most of 

computational time because of the iterative training loops. 

This unit contains:  

1) A Kurtosis unit which uses registers to store the 

calculated independent component Y. After that, the system 

raises Y to the 2-th and 4-th power. Then it compares the 

value of E{Y4} and 3*E{Y2}2. The positive (negative) value 

for k indicates super-Gaussian (sub-Gaussian) components in 

(4). 

2) A Tanh LUT which is a look up table of hyperbolic 

tangent function to approach the value of f which as shown in 

(5). As simulated by MATLAB, the output of Tanh(Y) is 

almost saturated when the input is a value larger than 3 or 

smaller than -3. However, this work uses 48 16-bit numbers to 

substitute the values of set { 33);(  YYTanh }. When the 

input value is out of the range, the mirrored non-linear lookup 

unit will output the value of saturation that is +1 or -1. 

 3) A Weight Updated unit employs the parallel shared 

multipliers and adders to calculate the best unmixing matrix 

Wn+1, which is shown in (6) and (8). Wn+1 is the separating 

matrix used to calculate the estimated independent component. 

In addition, this unit includes the SVD unit to complete the 

inverse matrix operation. 

4) A Learning Rate unit is used to calculate 
n , which is 

shown in (7). Since the 16-channel ORICA processor must 

process a huge amount of data, the calculated error caused by 

iterative operation is easily accumulated. In order to improve 

the accuracy of the proposed system, this paper utilizes a 

better curve approximation method in hardware 

implementation. Because ORICA algorithm must execute an 

exponential equation, Yc = 6.0/995.0 t , to calculate the value 

of n , this work adopts different eight straight lines, whose 

slopes are 0.3546, 0.2201, 0.1684, 0.0711, 0.0357, 0.0205, 

0.0140 and 0.0106, in order to approximate the Yc curve in  
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Figure 3.  The hardware architecture of the ORICA training unit. 
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Figure 4.  The diagram of Yc  approximation curve. 

corresponding intervals shown in Fig. 4. When compared 

with the previous work [1], which only adopts two straight 

lines to approximate, this work has a faster convergence rate 

and better data accuracy. 

D. The ORICA Output Stage and Floating Matrix Multiplier 

The independent components of mixed signals are 

extracted in this stage. The EEG raw signals, the P matrix 

from whitening unit and the W matrix from ICA training unit 

are all required to perform the computation of the resulting 

components in the floating matrix multiplier. The floating 

matrix multiplier employs a shared scalar product to calculate 

the unmixing matrix W and independent component analysis 

output ORICA_OUT. The estimated independent components 

are finally calculated by multiplying W unmixing with x. In 

addition, a handshaking mechanism is implemented to make 

the output interface flexible. 
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Figure 5.  The block diagram of the proposed SVD processor. 
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E. The SVD Unit 

The SVD unit, shown in Fig. 5, calculates the diagonal, 

inverse, and inverse square root matrices of the target 

matrices. It adopts a coordinate rotation digital computer 

(CORDIC) algorithm [6] to execute SVD of the target matrix. 

This processor uses INVSQRT Root unit and Inverse unit to 

calculate (2) and (8). 

In order to reduce area and power consumption, this paper 
uses three single-port SRAMs to store data instead of 
dual-port SRAMs. The SVD control unit is the top module of 
this unit, which controls the mode of the execution in SVD. 
Angle_CORDICs will catch the four corresponding elements 

with (p,q), which from SRAM Σ to calculate and as shown 
in Fig. 6. After the calculation of angles is completed, 
Vector_CORDICs will catch row vectors of matrix U and Σ, 
and catch column vectors of matrix Σ and R. After the specific 
elements taken by Vector_CORDICs, the SVD processor 
obtains updated elements on corresponding vectors. 

IV. EXPERIMENTAL RESULTS 

The 16-channel random independent source signals which 
contain 8-channel super-Gaussian and 8-channel 
sub-Gaussian components are shown in Fig. 7 (a). The 
maximum correlation between each source signal is 0.0032, 
which is used to analyze the dependence of the source 
components. The source signal is mixed with a stationary 
mixing matrix to generate the measured signal shown in Fig. 7 
(b). To verify the performance of the proposed design, the 
extracted ORICA signal is performed by using the designed 
processor. According to Fig. 7 (c) the channel mapping 
between all original sources makes the extracted independent 
components easier to indicate. For an analysis of the  
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Figure 7.  (a) Original source signals. 
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Figure 7.  (b) Mixed signals 

0 200 400 600 800 1000 1200
-5

0

5

0 200 400 600 800 1000 1200
-5

0

5

0 200 400 600 800 1000 1200
-5

0

5

0 200 400 600 800 1000 1200
-5

0

5

0 200 400 600 800 1000 1200
-2

0

2

0 200 400 600 800 1000 1200
-2

0

2

0 200 400 600 800 1000 1200
-2

0

2

0 200 400 600 800 1000 1200
-10

0

10

0 200 400 600 800 1000 1200
-10

0

10

0 200 400 600 800 1000 1200
-10

0

10

0 200 400 600 800 1000 1200
-10

0

10

0 200 400 600 800 1000 1200
-10

0

10

0 200 400 600 800 1000 1200
-10

0

10

0 200 400 600 800 1000 1200
-20

0

20

0 200 400 600 800 1000 1200
-10

0

10

0 200 400 600 800 1000 1200
-10

0

10

 
Figure 7.  (c) Extracted ORICA signals 

on-stationary characteristics of ORICA output, the correlation 
coefficient of the ORICA is evaluated. The average 
correlation is 0.95452 between the original source signals and 
extracted ORICA signal. The ability to separate the mixture of 
super-Gaussian and sub-Gaussian random signals does not 
imply the ability to find out the artifacts and components in 
real EEG signals. 

V. CONCLUSION 

This paper presents an efficient VLSI design, 16-channel 

on-line recursive independent component analysis (ORICA) 

processor ASIC for real-time EEG system, which is 

implemented with TSMC 40 nm CMOS technology. The 

proposed design uses hardware parallelism and pipeline to 

achieve real-time processing and data handling. Moreover, 

the high efficiency ORICA training unit with various design 

techniques such as kurtosis size decision, an optimized 

mirrored look up table, an automatic learning rate decision 

procedure, and an optimized specification analysis are also 

designed to efficiently estimate unmixing weight matrix. 

Therefore, hardware cost and power consumption can be 

reduced. The average correlation coefficient is 0.95452 

between the original source signals and the extracted ORICA 

signals. 

This ORICA processor ASIC is implemented using the 

TSMC 40 nm CMOS technology. The ASIC occupies a core 

area of 1800 x 1800 μm2 and consumes 15.72 mW at a core 

supply voltage of 0.9 V with a 100 MHz clock operating 

frequency. The specification and the silicon layout of the 

real-time EEG system with the proposed ORICA processor 

ASIC is shown in Fig. 8. 
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Parameter Value 

 Technology 
TSMC 40 nm 

CMOS tech. 

Core Size  
1800 x 1800 

μm2 

Output delay 0.0075sec 

Gate count 0.572 million 

Sample rate 128Hz 

Operation 

Frequency 
100 MHz 

Power 

Comsumption 
15.72 mW 

Figure 8.  The specification and silicon layout of the proposed ASIC 
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