
  

 

Abstract— Inaccurate visual sampling and foot placement 

may lead to unsafe walking. Virtual environments, challenging 

obstacle negotiation, may be used to investigate the relationship 

between the point of gaze and stepping accuracy. A 

measurement of the point of gaze during walking can be 

obtained using a remote eye-tracker. The assessment of its 

performance and limits of applicability is essential to define the 

areas of interest in a virtual environment and to collect 

information for the analysis of the visual strategy. The current 

study aims at characterizing a gaze eye-tracker in static and 

dynamic conditions. Three different conditions were analyzed: 

a) looking at a single stimulus during selected head movements, 

b) looking at multiple stimuli distributed on the screen from 

different distances, c) looking at multiple stimuli distributed on 

the screen while walking. The eye-tracker was able to measure 

the point of gaze during the head motion along medio-lateral 

and vertical directions consistently with the device 

specifications, while the tracking during the head motion along 

the anterior-posterior direction resulted to be lower than the 

device specifications. During head rotation around the vertical 

direction, the error of the point of gaze was lower than 23 mm. 

The best accuracy (10 mm) was achieved, consistently to the 

device specifications, in the static condition performed at 

650 mm from the eye-tracker, while point of gaze data were lost 

while getting closer to the eye-tracker. In general, the accuracy 

and precision of the point of gaze did not show to be related to 

the stimulus position. During fast walking (1.1 m/s), the eye-

tracker did not lose any data, since the head range of motion 

was always within the ranges of trackability. The values of 

accuracy and precision during walking were similar to those 

resulting from static conditions. These values will be considered 

in the definition of the size and shape of the areas of interest in 

the virtual environment. 

I. INTRODUCTION 

In the elderly population, falling represents a common 
problem. Approximately 30 % of older adults experience at 
least a fall every year [1]. Many of these falls occur during 
walking [2] and gait variability represents a predictor of fall 
risk [3], [4]. Walking safely requires both accurate foot 
placement and visual sampling [5], which refers to the 
extraction of visual information from the environment to be 
used in path planning, especially in challenging footpaths 
[6]. Visual impairment reduces the ability to detect hazards 
in the environment, and represents an additional important 
predictor of fall risk [7], [8]. 
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Visual sampling during walking is affected by age [9], 
[10], oculomotor and locomotor deficits [11], terrain 
conformity [12] and constraints [13]. Specifically, 
unsatisfactory visual sampling strategies have been observed 
in elderly fallers when asked to step into a target [5], [13]. 
Recently, gait rehabilitation programs, based on the 
combined use of virtual reality and treadmill, aimed at 
enhancing gait [14]–[17] and at reducing fall risk [16], [18]–
[20] in pathological populations. These studies required the 
participants to negotiate virtual obstacles [14], [15], [17], 
[18], [20] and the evaluation focused more on the motor 
performance than the visual strategy. Since an accurate foot 
placement requires both intact visual and motor abilities 
[21], virtual environments, including obstacles, may be used 
to investigate the relationship between the point of gaze and 
stepping accuracy. The combined use of virtual reality and 
treadmill may provide safe, highly controlled and custom 
experimental environments [22]. The analysis of the point of 
gaze measurements requires the identification of areas of 
interest (AoIs), defined as the regions included in the visual 
stimulus (on the screen) from which information is extracted. 
In defining the contour of AoIs, the knowledge of the 
accuracy and precision of the eye-tracker measurements is 
essential [23]. 

The current study aims at characterizing a commercial 
eye-tracker [24] used for the estimation of the point of gaze 
in static and dynamic conditions. The point of gaze was 
measured with a remote eye-tracker to limit the discomfort 
during movement. Remote eye gaze trackers are usually less 
accurate than wearable ones in the presence of head and 
body movements, however they are easier to setup and more 
comfortable [25].  

The accuracy and precision of the eye-tracker 
measurements were assessed in three different conditions: a) 
looking at a single stimulus during selected head movements, 
b) looking at multiple stimuli distributed on the screen at 
various distances and c) looking at multiple stimuli 
distributed on the screen while walking. 

II. MATERIALS AND METHODS 

A. Experimental setup 

A remote eye-tracker (Tobii, TX300, sampling 
frequency: 300 Hz) was used to measure the point of gaze of 
a healthy male participant (age: 48 y.o., height: 1.87 m). 
According to the manufacturer specifications, the eye-tracker 
allows to collect data as long as the head motion is within a 
certain range (±150 mm along the anterior-posterior –AP– 
direction and ±100 mm along the medio-lateral –ML– and 
vertical –V– directions). The eye-tracker was placed on an 
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adjustable tripod, about 1.5 m above the ground, and in front 
of a treadmill. A monitor (47-inch LCD, 1280x1024 px), 
used to display visual stimuli, was attached to the wall in 
front of the treadmill. The eye-tracker and the monitor were 
centered with respect to the treadmill. While the subject was 
standing on the treadmill, the eye-tracker was inclined to 
center the subject’s eyes (Fig. 1). A six-camera stereo-
photogrammetric system (Vicon, T20, sampling frequency: 
100 Hz) was used to track the subject’s head. Four markers 
were attached on a headband and four markers were placed 
on the eye-tracker. The subject’s point of gaze was calibrated 
using a nine-point calibration grid provided by the eye-
tracker software [26]. The distance between the subject’s 
eyes and the eye-tracker was set to 650 mm, according to the 
device guidelines. During the calibration, the subject was 
asked to look at the points presented at nine different known 
positions on the screen. The results provided by the 
calibration were within the level of precision and accuracy 
provided by the manufacturer [24]. The subject was required 
to focus his gaze on a visual stimulus, consisting in two 
concentric black and white circles in a black background. 
The acquisitions were carried out in a darkened room. The 
starting distance between the subject’s eyes and the center of 
the eye-tracker was 650 mm. Three different conditions were 
tested. 

1) A single visual stimulus was located at the center of 
the screen (Fig. 1) and was displayed for about 60 s. The 
subject was asked to focus on the stimulus, while performing 
four different tasks: 

 standing while translating along AP axis (tAP), 

 standing while translating along ML axis (tML), 

 standing while translating along V axis (tV), 

 standing while rotating the head around V axis (rV). 

2) A visual stimulus was displayed in 25 consecutive 
positions on the screen. The stimulus persisted in each 
position for two seconds. The first nine positions were those 
of the calibration grid (P1:P9). The 16 remaining positions 
(PA:PR) were located according to Fig. 2. 

 

Figure 1.  Experimental set-up and markers placement. 

 

Figure 2.  The 25 points-grid used to display the optical stimuli in the 

second experimental condition. 

The subject was standing at a) 550 mm (st550), b) 650 mm 
(st650) and c) 750 mm (st750) from the eye-tracker. 

3) The subject walked on the treadmill at 1.1 m/s, while 
focusing his gaze on the 25 consecutive positions of the 
visual stimulus (walk). 

The eye-tracker and the stereo-photogrammetric systems 
were synchronized to acquire simultaneously. Two trials 
were recorded for each task. 

B. Data processing 

Two separate filters were used to remove eyes blinks, 
short gaze deviations and flickering from point of gaze data 
[27]. The head range of motion (RoM) and the range of 
trackability (RoT - minimum and maximum value of head 
motion during gaze tracking) were estimated for the first and 
the third conditions.  

For the first condition, for each sample i (i=1,...,N) the 
eye-tracker measured the x- and y-coordinates of the point of 
gaze (PoGi). The monocular (

L
ei and 

R
ei) and the binocular 

errors (ei) were computed as the differences between the 
PoGi and the stimulus position. Also, the maximum 
binocular error value eMAX was computed. 

For the second and the third conditions, for each stimulus 
position (j, j=1,..,25), the PoG, was averaged over the N 
samples. The corresponding bias bj and standard deviation 
sdj were calculated. The average bias and standard deviation 
values, computed over the 25 stimulus positions, were also 
calculated together with their minimum and maximum 
values. The eye-tracker measurements, obtained for each 
stimulus position in the two repetitions, were averaged. 

III. RESULTS 

Results relative to the first condition are reported in 
Table I. During tAP, tV, rV the subject’s eyes were partially 
lost during the task execution (RoT<RoM). Conversely, 
during tML, the subject’s eyes were never lost within the 
tested RoM. The error values for a repetition of the task rV are 
depicted in Fig. 3. When this task is performed, the left eye is 
lost while rotating the head to the left and the right eye is lost 
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while rotating the head to the right. Moreover, the monocular 
errors increased when increasing rotation angles of the head.  

Average, minimum and maximum values for bias and 
standard deviation in correspondence of st550, st650, st750 
and walk tasks are reported in Table II and Table III, 
respectively. 

The PoG for a subset of the 25 stimulus positions is 
shown in Fig. 4 for the second and the third conditions 
together with a representation of its dispersion (sd<5 mm 
small radius circle, 5 mm<sd<10 mm medium radius circle, 
sd>10 mm large radius circle). One of the two trials of the 
task st550 had no valid PoGi in correspondence of stimulus 
position P3. None of the trials st550 presented valid PoGi in 
correspondence of stimulus position P4 (missing circle in 
Fig. 4). 

In Table IV, the RoM of the head for the walk task is 
reported. The RoT is not reported since during the task, the 
subject’s eyes were never lost. 

IV. DISCUSSION 

In the present study, the characterization of a remote eye 
gaze tracker in static and dynamic conditions was performed. 
In the first condition, the performance of the eye-tracker was 
investigated during several head movements. The analysis 
allowed for the definition of the limits within which a subject 
is free to move his/her head, while the eye-tracker tracks 
his/her point of gaze. The measured RoT along ML and V 
directions are consistent with those provided by the 
manufacturer, while the measured RoT along the AP 
direction is reduced (±80 mm instead that ±150 mm). 

TABLE I.  THE ROM OF THE HEAD, THE ROT AND THE EMAX FOR 

TASKS IN THE FIRST CONDITION 

Task 
RoM RoT 

eMAX 
min max min max 

tAP [mm] 540 740 576 740a 30b 

tML [mm] -135 105 -135a 105a 29b 

tV [mm] -110 63 -90 63a 28b 

rV [deg] -61 62 -48 55 23b 

a. The point of gaze was correctly measured without interruption, and, therefore, the corresponding 

maximum or minimum values of the RoM have been reported. 

b. [mm]. 

 

 

Figure 3.  Point of gaze error estimation vs head rotation around the 

vertical axis. In the figure Lei is reported as grey triangles, Rei as grey dots 

and the ei as black squares. 

TABLE II.  THE AVERAGE, THE MINIMUM AND THE MAXIMUM VALUES 

OF THE BIAS OF THE POG FOR THE TASKS IN THE SECOND AND THIRD 

CONDITIONS 

[mm] st550 st650 st750 walk 

avg(b) 18 10 19 14 

max(b) 76 23 39 32 

min(b) 6 1 2 1 

 

TABLE III.  THE AVERAGE, THE MINIMUM AND THE MAXIMUM VALUES 

OF THE STANDARD DEVIATION OF THE POG FOR THE TASKS IN THE SECOND 

AND THIRD CONDITIONS 

[mm] st550 st650 st750 walk 

avg(sd) 4 4 6 6 

max(sd) 12 10 11 20 

min(sd) 1 2 2 2 

 

 

Figure 4.   The point of gaze measurements for a subset of the 25 stimulus 

positions (black dots) for the second and third conditions. The size of 

circles is representative of the dispersion around their mean value (circle 

center): thick light grey: st550, thick dark grey: st650, thin grey: st750, thin 

black: walk (1) small radius circle sd<5 mm; 2) medium radius circle 

5 mm<sd<10 mm; 3) large radius circle sd>10 mm). Therefore the size of 

the circles in the figure is a qualitative description of the actual dispersion 

of the PoG. No circle is reported if no PoG was recorded.  

TABLE IV.  THE ROM OF THE HEAD ALONG AP, ML, V AND AROUND 

V, DURING THE WALK TASK 

Head motion 
RoM 

min max 

AP translation [mm] 654 770 

ML translation [mm] -98 -10 

V translation [mm] -50 6 

V rotation [deg] -9 19 

 
As expected, the error values in rV are lower when the 

head rotation is within the range ±20 deg. However, for this 
task, the error values were lower than 23 mm within the RoT. 

During the second and third conditions, the entire screen 
area has been characterized in terms of accuracy (bias) and 
precision (standard deviation). In general, the accuracy and 
the precision of the point of gaze measurements did not show 
any remarkable dependency on the stimulus position. The 
best accuracy was achieved, consistently to the manufacturer 
specifications, in st650 (b=10 mm). Conversely, the 
precision of the point of gaze seems not to be influenced by 
the eyes-device distance. 
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The most critical task was st550, which presented no 
signal for position P4 (Fig. 4). This is not surprising, since it 
is consistent with the results of the first condition, where the 
tracking was lost during the approaching phase of the 
translation along the AP direction (RoT min=576 mm). 

During the third condition, the eye-tracker measured the 
point of gaze during fast walking without losing data, since 
the range of motion of the head was always within the range 
of trackability. The walk task, compared to the static tasks in 
the second condition, showed similar results in terms of 
accuracy and precision of the point of gaze. 

The preliminary results of this study provide insights for 
the design of an experimental protocol involving gaze 
recordings carried out with a remote eye-tracker while the 
subject moves. Such protocols may be effectively used in 
virtual reality based applications, in which the analysis of 
gaze is under investigation. In fact, in those applications 
requiring the use of AoIs, their number, size, shape and 
distance should be selected taking into consideration the 
results of this study to avoid false positive determinations of 
AoI. Therefore, based on [23] recommendations, AoIs 
minimal size should be decided in according to the maximum 
value of bias achieved during walking (30 mm). Moreover, 
considering the maximum value of the standard deviation 
achieved during walking, a margin of at least 20 mm around 
this region should be added. 
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