
  

 

I. INTRODUCTION 

 

Abstract— We applied multicategory machine learning 
methods to classify 11 neuromuscular disease groups and one 
control group based on microarray data. To develop 
multicategory classification models with optimal parameters and 
features, we performed a systematic evaluation of three machine 
learning algorithms and four feature selection methods using 
three-fold cross validation and a grid search. This study included 
114 subjects of 11 neuromuscular diseases and 31 subjects of a 
control group using microarray data with 22,283 probe sets 
from the National Center for Biotechnology Information (NCBI).  
We obtained an accuracy of 100%, relative classifier 
information (RCI) of 1.0, and a kappa index of 1.0 by applying 
the models of support vector machines one-versus-one 
(SVM-OVO), SVM one-versus-rest (OVR), and directed acyclic 
graph SVM (DAGSVM), using the ratio of genes between 
categories to within-category sums of squares (BW) feature 
selection method. Each of these three models selected only four 
features to categorize the 12 groups, resulting in a time-saving 
and cost-effective strategy for diagnosing neuromuscular 
diseases. In addition, a gene symbol, SPP1 was selected as the 
top-ranked gene by the BW method. We confirmed relationships 
between the gene (SPP1) and Duchenne muscular dystrophy 
(DMD) from a previous study. With our models as clinically 
helpful tools, neuromuscular diseases could be classified quickly 
using a computer, thereby giving a time-saving, cost-effective, 
and accurate diagnosis. 

Cells’ genetic information is stored in DNA, and all cells 
in an organism have exactly the same genome. However, due 
to different tissue types, development stages, and even 
environmental conditions, genes from cells within the same 
organism can be expressed in different combinations and 
quantities during transcription from DNA to messenger RNA. 
These different gene expression patterns can distinguish 
people with and without diseases [1]. DNA microarray 
analysis is a highly promising technique with broad 
applications. Because of the high-throughput nature of 
microarray data and the very large number of genes, 
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computational tools are essential in data analysis and mining, 
helping biomedical researchers to extract knowledge from 
experimental results [2]. 

Machine learning is an area of artificial intelligence 
research that uses statistical methods to classify data. Several 
machine learning techniques have been applied in clinical 
settings to predict diseases, and have shown higher diagnostic 
accuracy than classical methods such as clinical scoring 
systems or logistic regression analyses. Several machine 
learning techniques have been applied in the area of cancer 
diagnosis classifications based on gene expression profiling 
[3]. 

Understanding of neuromuscular diseases has improved as 
knowledge has expanded on basic neuromuscular processes. 
However, it is still quite difficult to discriminate various 
neuromuscular diseases with conventional examinations due 
to their indistinguishable symptoms. Sakellariou et al. used 
microarray data to perform the binary classifications of 
several neuromuscular diseases [4]. In this study, we 
developed multicategory classification models for reliable and 
discriminative diagnosis, and we identified biomarkers for 11 
neuromuscular diseases using three machine learning 
algorithms for DNA microarray technology. The ability to 
classify 11 different neuromuscular diseases simultaneously 
with only one muscle biopsy could reduce both examination 
costs and pain for patients. 

II. MATERIALS AND METHODS 

A. Data Acquisition 
We collected 145 raw DNA microarray data for the 11 

different neuromuscular disease groups and one control group 
from the gene expression omnibus repository at the National 
Center for Biotechnology Information (NCBI). Each 
microarray data sample was obtained from each skeletal 
muscle biopsy. The microarray data originated from 
HG_U133A GeneChips (Affymetrix Inc., Santa Clara, CA), 
and comprised 22,283 probe sets representing 14,500 
well-characterized human genes. 

The eleven neuromuscular diseases included amyotrophic 
lateral sclerosis (ALS), Becker muscular dystrophy (BMD), 
Duchenne muscular dystrophy (DMD), Emery-Dreifuss 
muscular dystrophy (EDMD), Fascioscapulohumeral 
muscular dystrophy (FSHD), juvenile dermatomyositis 
(JDM), limb-girdle muscular dystrophy by calpain 3 mutation 
(LGMD2A), limb-girdle muscular dystrophy by dysferlin 
mutation (LGMD2B) [5], dermatomyositis (DM) [6], 
mitochondrial encephalo-myopathy (MM) [7] and inclusion 
body myopathy (IBM) [8] (Table I). The inclusion of these 11 
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neuromuscular disease groups in this study was based solely 
on the availability of their corresponding microarray data in 
the NCBI database.  

For analysis by machine learning, we transformed the raw 
DNA microarray data format into the MATLAB data format. 
In particular, we performed log2 transformation and mean 
normalization over all the genes for better analysis. For 
validation of each machine learning method, the data were 
randomly separated into two independent data sets: training 
and testing sets (Fig. 1). The training set, comprising 66.7% 
(97 subjects) of the overall dataset, was used to construct three 
SVM models. The testing set, comprising 33.3% (48 subjects) 
of the overall dataset, was used to assess the model’s ability to 
categorize subjects into the 11 neuromuscular disease groups 
and one control group. 

B. Feature selection 
Feature selection was necessary to reduce the very high 

dimensionality of the dataset. The most important objectives 
of feature selection are: 1) to avoid over-fitting and improve 
prediction performance; 2) to make quicker and more 
cost-effective models; and 3) to offer deeper insight into 
underlying processes [9]. Regardless of the classification 
methods, many microarray-based studies suggest that gene 
selection is vital for achieving a high level of generalization 
[10]. The feature selection methods ranked all gene probe sets 
based on the calculated weights of each gene. We used four 
feature selection methods, which are filter methods: (1) 
Kruskal–Wallis non-parametric one-way ANOVA (KW); (2) 
ratio of genes between-categories to within-category sums of 
squares (BW); (3) signal-to-noise scores applied in a 
one-versus-one (S2N-OVO) fashion; and (4) S2N scores 

applied in a one-versus-rest (S2N-OVR) fashion. KW is a 
non-parametric method for testing whether samples originate 
from the same distribution. Dudoit et al. proposed the BW 
sum of squares across all paired classes for multicategory 
classification [11]. S2N is obtained by dividing the difference 
of the means of two groups by the sum of the standard 
deviations of those two groups [12]. 

C. Support vector machines 
We used three multicategory classification methods based 

on the binary SVM method: multiclass SVM one-versus-one 
(SVM-OVO), multiclass SVM one-versus-rest (SVM-OVR), 
and directed acyclic graph SVM (DAGSVM) [13]. Binary 
SVMs are learning and pattern recognition algorithms 
developed with the goal of separating classes by a function 
that is computed from available examples. The goal is to find a 
hyper plane that maximizes the separation or margin between 
two classes [14]. To solve multicategory problems using 
machine learning, classification methods actually use some 
combination of binary classifiers. For the OVO comparison 
approach, to make binary classifiers applicable to 
multicategory problems, c(c-1)/2 binary classifiers, where c is 
the number of classes, should be built for SVM to distinguish 
between every two class combination. Similarly, for the OVR 
approach, c binary classifiers should be built for SVM to 
distinguish one class from all the rest of classes [15]. In 
DAGSVM, the training phase of the algorithm is similar to 
that of the OVO approach using multiple binary SVM 
classifiers. However, the testing phase of DAGSVM requires 
construction of a rooted binary decision-directed acyclic 
graph using c(c-1)/2 binary classifiers [10]. 

D.  Model selection and validation 
We used the three-fold cross validation scheme to 

construct machine learning models (Fig. 1) instead of 10-fold 
cross validation, which is generally known to be the standard 
method in practical terms because there were only three 
samples in the DM disease group within the training set [16]. 

TABLE I.     DATASET FOR 11 NEUROMUSCULAR DISEASE GROUPS AND ONE 
CONTROL GROUP 

Data source Neuromuscular 
disease 

No. of 
patients 

No. of control 
group members 

Bakay et al. [5] 

ALS 9 

18 

BMD 5 

DMD 10 

EDMD 8 

FSHD 14 

JDM 21 

LGMD2A 10 

LGMD2B 10 

Nagaraju et al. [6] DM 5 - 

Crimi et al. [7] MM 12 3 

Eisenberg et al. [8] IBM 10 10 

Total (11 diseases + 
control) 114 31 

ALS = amyotrophic lateral sclerosis, BMD = Becker muscular dystrophy, DMD = 
Duchenne muscular dystrophy, EDMD = Emery-Dreifuss muscular dystrophy, FSHD 
= Fascioscapulohumeral muscular dystrophy, JDM = juvenile dermatomyositis, 
LGMD2A = limb-girdle muscular dystrophy by calpain 3 mutation, LGMD2B = 
limb-girdle muscular dystrophy by dysferlin mutation, DM = dermatomyositis, MM = 
mitochondrial encephalo-myopathy, IBM = inclusion body myopathy. 

 

Figure 1.  Flow chart for neuromuscular disease classification. 
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We determined the order of the variables with four feature 
selection methods (KW, BW, S2N-OVO, S2N-OVR) for 
multicategory classification, and then found the optimal 
variables to construct classification models by increasing the 
number of variables in the order of their importance using the 
so-called sequential forward selection (SFS) as the wrapper 
method [9]. 

To obtain the optimal results, we adopted a grid search in 
which a range of parameter values were tested using the 
three-fold cross validation strategy. For use with the 
multicategory SVM methods, we chose a radial basis 
function among the available kernel functions based on the 
recommendation of a practical guide [17]. The parameter 
values included a penalty parameter C and a scaling factor σ 
for the multicategory SVM methods. We found the best 
classification model and employed its parameters for 
prediction. 

We evaluated the models’ diagnostic ability based on 
accuracy, relative classifier information (RCI), and the kappa 
index for the testing set. RCI, a parameter of an entropy-based 
measure of classifier performance, can be measured by the 
difference in the prior and posterior uncertainties. The kappa 
index is a statistical measure of inter-rater agreement or 
inter-annotator agreement for categorical items. We used 
MATLAB 2012a (Mathworks Inc. Natick, MA) to analyze 
machine learning and SPSS 20.0 (SPSS Inc., Chicago, IL) for 
statistical analysis. 

III. RESULT 

Although four feature selection methods were performed 
to reduce the dimensionality of the dataset, we displayed 
results of BW and S2N-OVO only with good performance 
because of the space limitation. Table II shows the top 5 
ranked probe sets and genes for two feature selection methods 
as applied to the training set. The secreted phosphoprotein 1 
(SPP1) was selected as the top-ranked gene by the BW 
method. A recent study suggested that the SPP1 genotype is a 
determinant of disease severity in DMD, based on single 
nucleotide polymorphism (SNP) analyses in two DMD 
cohorts [18]. 

We obtained accuracy, RCI, and kappa index 
measurements for the testing set to evaluate the three SVM 
models with the optimal parameters and features determined. 

Table III summarizes the overall classification performance of 
the three machine learning methods when each of the two 
feature selection methods was used on the testing set. Using 
the SVM-OVO, SVM-OVR, DAGSVM learning methods 
with the BW and S2N-OVO feature selection methods all 
showed perfect performance, with accuracy of 100%. 
However, the S2N-OVO used more number of features, 15 
and 27, for all three SVM methods than the BW method, 
which used only 4 to categorize subjects into the 12 groups, 
providing an opportunity for time-saving and cost-effective 
diagnosis of neuromuscular diseases. 

The optimal models of SVM-OVO and DAGSVM with 
the BW method were found using a radial basis function with 
a penalty parameter C of 300 and scaling factor σ of 100. The 
optimal parameters of SVM-OVR with BW were C of 300 and 
σ of 300. For the training set, the accuracy of the 
cross-validation when using the optimal parameters and 
features with the BW method were 99.0%, 100.0%, and 
99.0% for SVM-OVO, SVM-OVR, and DAGSVM, 
respectively; these results are not included in Table III. These 
results indicate that the trained models were not over-fitting, 
considering the accuracies for the training and testing sets. 

 

IV. DISCUSSION AND CONCLUSION 

Using the three SVM algorithms for multicategory 
classification, we searched an optimal approach for clinical 
decision support based on microarray data on 11 
neuromuscular disease groups and one control group. Our 
models would be clinically helpful in diagnosing patients with 
variety of neuromuscular diseases whose symptoms are quite 
similar. Due to the low prevalence of these diseases and their 
overlapping symptoms, it is currently quite difficult for 
clinicians to diagnose accurately. Furthermore, objective 
diagnostic tools for these diseases are generally restricted to 
biochemical tests, which require human and material 
resources, and still carry the risk of an inaccurate diagnosis. 
With our models, neuromuscular diseases could be classified 
quickly using a computer, thereby giving a time-saving, 
cost-effective, and accurate diagnosis. Although further 

TABLE II.     THE TOP 5 PROBE SETS AND GENES FOR TWO FEATURE 
SELECTION METHOD USED IN THE TRAINING SET 

BW S2N-OVO 

Probe set Gene symbol Probe set Gene symbol 

209875_s_at SPP1 210926_at ACTBL3 

220295_x_at DEPDC1 209714_s_at CDKN3 

213348_at CDKN1C 214680_at NTRK2 

208070_s_at REV3L 207117_at ZNF117 

216114_at NCKIPSD 204534_at VTN 
BW = ratio of genes between-categories to within-category sums of squares, S2N = 
signal-to-noise scores, OVO = one-versus-one 

 

TABLE III.     CLASSIFICATION PERFORMANCE OF EACH MACHINE LEARNING 
METHOD WITH TWO FEATURE SELECTION METHOD WHEN APPLIED TO THE 

TESTING SET 

Algorithm 

Feature selection 
BW S2N-OVO 

ACC 
(%) RCI Kappa No. of  

features 
ACC 
(%) RCI Kappa No. of  

features 

SVM 
-OVO 100 1.000 1.000 4 100 1.000 1.000 15 

SVM 
-OVR 100 1.000 1.000 4 100 1.000 1.000 27 

DAG 
SVM 100 1.000 1.000 4 100 1.000 1.000 15 

BW = ratio of genes between-categories to within-category sums of squares, S2N = 
signal-to-noise scores, OVO = one-versus-one, ACC = accuracy, RCI = relative classifier 
information, Kappa = kappa index, SVM = support vector machine, OVR = 
one-versus-rest, DAG = directed acyclic graph. 
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studies are necessary for validation of the genes selected 
herein, it would be very promising to utilize the selected genes 
as biomarkers for neuromuscular diseases. One example of a 
successful accomplishment in identifying biomarkers and 
applying them in clinics is the oncotype molecular test for 
breast cancer, which uses a 21-gene molecular signature [19]. 

The classification models of SVM-OVO, SVM-OVR, and 
DAGSVM, when used with the BW feature selection method, 
discriminated neuromuscular disease and control groups with 
100% accuracy using only four features. Above, we presented 
the number of selected genes for each model along with their 
accuracy, RCI, and kappa index scores. The fewer features are 
selected, the more efficient the model is; the use of a small 
number of features represents a great reduction in the 
high-dimensional microarray data, implying a time-saving and 
cost-effective analysis. It would be costly to use 
high-throughput arrays for clinical practice, since 
synthesizing the necessary polymerase chain reaction (PCR) 
primers for such a large number of genes increases production 
costs drastically. 

Although the SVM-OVO, SVM-OVR, and DAGSVM 
methods using BW also yielded 100% accuracy, among them, 
only SVM-OVR discriminated 12 groups with 100% accuracy 
of cross-validation for the training set as well as for the testing 
set. Binary SVMs have been shown to perform well in various 
areas of biological analysis, and are well suited to working 
with high-dimensional data, such as microarray data, which 
have proven to be problematic for many traditional methods. 
Multicategory SVMs based on binary SVM have also been 
demonstrated to accurately classify a gene expression data set. 
In multicategory SVMs, however, when the number of classes 
increases, the complexity of the overall classifier also 
increases [15]. 

Sakellariou et al. investigated the minimum number of 
genes for classifications of 10 neuromuscular disease groups 
and one control group using five binary feature selection 
methods and four binary machine learning methods [4]. They 
separately categorized each neuromuscular disease group with 
the control group, showing accuracies of 100% using several 
binary models. Our study simultaneously classified 11 
neuromuscular disease groups and one control group based on 
multicategory machine learning methods. Even though 
multiclass classification is much more complex than binary 
classification, and the classification accuracy may drop 
dramatically with increasing number of classes [3], the all 
SVM methods with BW in the present study showed a perfect 
accuracy of 100% when applied to the testing set.  

One of the limitations of our study was that we did not 
propose any pathogeneses of our selected genes for 
neuromuscular diseases. Another limitation was the relatively 
small sample size for each disease; this was because of the 
very low prevalence of the neuromuscular diseases, and 
difficulty in collecting their raw DNA microarray data. The 
direction of our future research will include investigating the 
pathogenesis of the selected genes by PCR with animal 
models for neuromuscular diseases, which could validate our 
selected genes as verified biomarkers.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                         
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