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Abstract—Clinical decision support systems use image 

processing and machine learning methods to objectively 

predict cancer in histopathological images. Integral to the 

development of machine learning classifiers is the ability to 

generalize from training data to unseen future data. A 

classification model’s ability to accurately predict class label 

for new unseen data is measured by performance metrics, 

which also informs the classifier model selection process. 

Based on our research, commonly used metrics in literature 

(such as accuracy, ROC curve) do not accurately reflect the 

trained model’s robustness. To the best of our knowledge, 

no research has been conducted to quantitatively compare 

performance metrics in the context of cancer prediction in 

histopathological images. In this paper, we evaluate various 

performance metrics and show that the Lift metric has the 

highest correlation between internal and external validation 

sets of a nested cross validation pipeline (R2 = 0.57). Thus, 

we demonstrate that the Lift metric best generalizes 

classifier performance among the 23 metrics that were 

evaluated. Using the lift metric, we develop a classifier with 

a misclassification rate of 0.25 (4-class classifier) for data 

that the model was not trained on (external validation).  

I. INTRODUCTION 

Machine learning techniques have made significant inroads 
into the arena of diagnostic medicine [1-3] with the availability 
of large public data sets such as The Cancer Genome Atlas [4]. 
Clinical decision support systems (CDSS) aim to leverage 
advances in machine learning to assist pathologists in making 
fast and objective decisions. Previous work has examined this 
problem in detail with special emphasis on the amelioration of 
batch effects that can lower prediction accuracy [5-7]. Thus far, 
work in the field of automated histopathological image 
classification has focused on the development of machine 
learning classifiers using a performance metric. To the best of 
our knowledge, no research has been conducted on systematic 
evaluation of the performance metrics that are used to select 
optimal classification models [2, 3]. Work in the literature has 
sought to innovate on two main fronts: classifier design and 
feature definition and extraction [2, 8, 9]. In doing so, the 
undergirding use of the performance metric which informs both 
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classifier selection and feature usefulness has largely been 
unexplored.  

In the machine learning community, work on metrics have 
focused on the efficient implementation of distance measures 
that form the core of classifiers such as k-nearest neighbors [10, 
11]. These papers have sought to develop fast online distance 
measures to enable rapid computation of data classes. While 
this is important for large scale problems, these studies do not 
address the underlying performance metrics which play an 
integral role in the model selection of models formed by the 
distance measured developed in [10, 11]. In this regard, it can 
be argued that performance metrics supersede all machine 
learning paradigms short of classifier training.  The metrics of 
choice for biologically applied machine learning work has been 
that of accuracy, error and ROC curve analysis [12, 13] with 
little focus on whether these metrics are indeed appropriate for 
robust model selection. 

In this paper, we examine the ramifications that metrics 
have in the choice of a machine learning classifier. We 
systematically study 23 metrics in a multiclass classification 
problem and identify the metric that has the highest correlation 
between internal and external validation for renal 
histopathological images thereby making it ideally suited for 
classifier identification. Finally, using the optimal metric, we 
develop a robust parametric classifier by leveraging nonlinear 
dimensionality reduction on the extracted nonlinear features 
taken from the raw data. The robust classifier demonstrates very 
low external misclassification rate despite imbalances in overall 
distribution of each class. 

II. METHODS 

A. Data 

The data used in this study are digital micrographs of renal cell 

carcinomas acquired at the Georgia Institute of Technology, 

Atlanta, GA. Each image has dimension 2048x2048 pixels and 

has an overall Fuhrman grade annotation between 1 and 4. Each 

image was acquired using a Zeiss Axio Imager z2 microscope at 

40x magnification. The images were acquired in 2012 from 18 

subjects for a total of 160 labeled images. The images were 

originally acquired and stored using the portable network 

graphics format. The distribution of grades within the labeled 

data set was not balanced with 12.25% grade 1 samples, 

39.38% grade 2 samples, 31.25% grade 3 samples and 16.98% 
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Figure 1: Fuhrman grade for renal cell carcinomas. FG: Fuhrman 

grade. From left to right: samples of progressive Fuhrman grades are 

shown. 
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grade 4 samples. A cursory examination of Figure 1 reveals that 

the grade classification is indeed a challenging task. The 

differences between grades are based on nuclear, nucleoli and 

chromatin morphology along with image texture [14]. 

B. Feature Extraction 

 We extracted 572 features from each image. These features 

consisted of wavelet based texture features, color coherence 

vectors and eccentricity based morphological features. The 

features were scaled to ensure cross feature consistency and 

redundant features were eliminated to ensure non-singularity of 

the feature matrix. The features extracted here and procedure 

used here are similar to the work performed by Bucheron, L in 

2008 [15], Kothari et al [5-7]. Table 1 enumerates a list of 

nonlinear features that were extracted. In particular, wavelet 

coefficients are intrinsically sparse thereby making them ideally 

suited for the detection of texture based features in images. A 

comprehensive list of features that were extracted can be found 

at http://users.ece.gatech.edu/~nzachariah3/EMBC14/fea_list.rtf. 

  

C. Feature Reduction and Classifier Optimization  

Post feature extraction, the optimal parameters for both 
dimensionality reduction and classifier performance was 
determined.  A nested cross validation schematic was 
implemented in order to empirically determine the optimal 
parameter choice. The parameters that were optimized include 
choice of PCA / kernel PCA for dimensionality reduction, level 
of dimensionality reduction (2-40 dimensions, step size : 1), 
variance of the Gaussian kPCA kernel (σ2 = 2-10, step size: 1) 
and type of discriminant analysis (liner, nonlinear, pseudo-

linear and pseudo-quadratic). The dimensionality reduction 
step ensures model generalizability given the small sample 
size of our datatset. Kernel PCA was implemented using the 
open source implementation found in the Matlab dimensionality 
toolbox [16]. Parameter optimization was conducted within the 
internal loop of the nested cross validation for each metric. 
Once the optimal parameter choice was determined, a model 
was developed in the external loop for validation. This pipeline 
for classifier selection is depicted below in Figure 2. 

At each data splitting stage, a 4 fold 20 iteration cross 
validation was implemented. Thus, the testing data was never 
trained on to ensure generalizability. Given the double split, 40 
untrained samples were used for the test set. This was done 
repeatedly in an iterative fashion with no contamination 
between training and test set. The structure of our problem is 
inherently a multiclass problem as such a one versus all (OVA) 
strategy was used for efficient classification. 

The discriminant classifier (with a linear kernel) is a parametric 

classifier that can be written as follows 
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Where 


 represents the apriori probability of each class, n  

represents the total number of samples, ̂  are different 

covariance matrices, and k


is the mean within each class. The 

notation |  | represents the cardinality of the set in question.  

D. Classifier Performance Metrics 

The optimal classifier is a function of the metric that is used to 

define the optimality. Since the grade classification problem is 

multiclass, we used the standard extension of each metric for 

multiclass problem as defined in [17]. The term ‘macro’ 

denotes averaging of a metric for each class across all classes 

while the term ‘micro’ denotes the pooled estimate of all 

classes for each numerator and denominator estimate of a 

metric. For clarity this form of macro/ micro is explicitly 

defined for the sensitivity metric below.  

Sensitivity: Measures the ability to a classifier to positively 

identify a specific class among all existing classes. 
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Specificity: Measures the ability of a classifier to accurately 

reject a class among all existing classes.  
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Figure 2: Schematic of classifier selection and nonlinear 

dimensionality reduction. The schematic show the nested cross 

validation implementation where the inner loop is used for parameter 

optimization while the outer loop is used for classifier validation 

Table 1: List of nonlinear features 

Type Representative Classes 

Texture 

(442 features) 

Wavelet energy, Fourier energy, Gray Level Co-

occurrence, Moment Invariance,  Gray Level Run Length, 

Contrast, Correlation, Energy, Homogeneity. 

Color 

(91 features) 
Color Coherence Vectors 

Morphology 

(39 Features) 

Area, Major Axis Length, Minor Axis Length, Orientation, 

Eccentricity, Convex Area, Euler Number, Filled Area, 

Entropy, Convex Deficiency, Solidity, Extent, Border  
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Positive Predictive Value (PPV): Measures the positive class 

identification proclivity of a classifier.   

tivesFalse PosiivesTrue Posit

PositivesTrue
PPV
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Negative Predictive Value (NPV): Measures the negative class 

identification proclivity of a classifier.   

atives False Negives True Negat
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NPV


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Fall Out rate: Measures a classifiers rate of false positives  
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False Discovery Rate: Measures a classifiers tendency to 

positively identify a class incorrectly.  

PPVery RateFalse Dis 1cov  

False Negative Rate: Measures a classifiers tendency to reject a 

class incorrectly.  
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tive RateFalse Nega


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F Score: The F1 score is a weighting of a metrics precision and 

recall accuracy. F1 as is defined is a harmonic weighting of two 

entities (precision and recall). The F0.5 score on the other hand 

places a larger emphasis on precision while F2 score weights 

recall higher [18]. 
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Mathews Correlation Coefficient (MCC): Mathew’s correlation 

coefficient is a metric that has been traditionally defined to be 

prevalence independent unlike accuracy and ranges from -1 to 1 

where 1 is perfect prediction while -1 is worse than random 

prediction [19]. 
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Classification Error: Is a direct measure of classification 

accuracy. 
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Where f(xi) is the application of a classifier to the feature vector 

xi and where yi is the true label of the feature vector xi. ‘n’ is the 

total number of samples 

Lift [20]: The lift metric examines how much better a classifier 

performs relative to random chance. 
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Where TP = True Positive, FN = false negative, etc, ‘n’ is the 

total number of samples. Thus for each of these metrics, a 

micro and macro version were implemented. All the metrics are 

bound between 0 and 1 except for MCC as previously stated, 

F1, F0.5, F2 and lift where the metrics are only bounded on the 

lower range by 0. PPV or positive predictive value places and 

false negative rate force classifiers to have a large number of 

positive (in a binary case) class while the negative predictive 

value emphases classifiers that have a bias towards negative (in 

a binary case) class. 

III. RESULTS AND DISCUSSION 

We evaluate the metrics using the correlation between each 

metrics internal and external validation results. We present both 

the micro and macro version of each metric when applicable. It 

must be noted that the internal validation result was obtained 

based on the average of the metric for the optimized parameter 

in the inner loop of the nested cross validation. Table 2 

summarizes the correlation results while Figure 3 explicitly 

plots the 6 top metrics for better visualization. The lift metric 

(micro) has the highest correlation between internal and 

external validation. In short, it serves as the best measure of 

which classifier generalizes to the unseen data (here modeled by 

external validation).  Given the definition of the lift metric, it 

would stand to reason that it elevates the correlation of internal 

A 

D 

B 

E 

C 

Figure 3: Correlation between internal and external validation for the top six metrics. The lift metric (A) has the highest internal and external 

validation correlation. Fall out rate (B), False Negative Rate (C), F1 Score (D), Sensitivity (E) and Specificity (F) metrics display moderate ability to 

track external validation as a function of internal validation. 
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and external validation results for most metrics. The lift (micro) 

metric, which as seen in Figure 3 is the most robust to model 

generalization, was original defined to represent how much 

better a classifier performs relative to the random chance. This 

form of model quantification generalizes best among all the 

metric considered.   

Since a robust classifier is commonly optimized and 

validated using misclassification rate, we also list 

misclassification rates in Table 2 for models optimized using 

different metrics and the pipeline depicted in Figure 2. When 

optimized for lift metric, we were able to develop a robust 

classifier with a low external misclassification rate of 0.25 (in a 

four-class classification). Classification error is very low when 

classifier is optimized using classification error but the model 

and metric is often biased towards higher prevalent class when 

there is difference in prevalence (such as in our study). Also, as 

indicated by correlation values models optimized using 

classification error are less generalizable than models optimized 

using prevalence aware metrics such as Lift.  

For most metrics, optimized models used kPCA with ~35 

dimensions and a Gaussian kernel variance ~4. Parameter 

optimization and model selection took 52.3hrs on a computer 

running 12 Intel Xeon cores clocked at 2.66GHz. The use of 

greater data dimensionality (beyond 40 dimensions) and 

alternate kPCA kernels such as the inhomogeneous polynomial 

kernel remain viable avenues for future exploration.  

IV. CONCLUSION 

In this paper, we have compared 23 different classifier 

performance metrics and highlighted their importance in final 

model selection and performance. Our results for a case-study 

on four-class Fuhrman grading of renal carcinoma images 

suggests that the lift metric is a robust metric with high 

correlation (R2 = 0.58, p-value=3.83e-16) between internal and 

external validation performance.  Using Lift metric, we were 

able to optimize four-class classifier with misclassification rate 

of 0.25 in external validation. Different metrics capture 

different properties of models. Thus, in future work, we will 

design an empirical weighted estimate of different metrics to 

create a new data driven metric and test if it would generalize 

better than any single metric.  
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Table 2: Correlation between internal and external validation performance 

of models selected using different metrics. The statistical significance of 

each correlation value is shown to validate the existence /nonexistence of 

correlation. The classification error in external validation for the models 

optimized relative to each metric is also listed. The metric with the highest 

correlation is highlighted in red. 

Metric  R2 Value P Value Error  

Classification Error  0.29 2.35e-7 0.03 

PPV Micro 0.11 2.60e-3 0.93 

Sensitivity 
Micro 0.30 1.57e-7 0.25 

Macro 0.09 6.80e-3       0.90 

Specificity 
Micro 0.29 2.91e-7 0.25 

Macro 0.11 3.00e-3       0.90 

F1 Score 
Micro 0.30 1.49e-7 0.25 

Macro 0.06 0.22       0.63 

F0.5 Score 
Micro 0.29 2.16e-7 0.25 

Macro 0.04 0.27       0.25 

F2 Score 
Micro 0.29 2.30e-7 0.25 

Macro 0.03 0.37       0.25 

MCC 
Micro 0.26 1.59e-6 0.25 

Macro 0.02 0.45       0.25 

NPV 
Micro 0.26 1.19e-6 0.25 

Macro 0.25 2.81e-6       0.25 

Fall Out Rate 
Micro 0.10 4.0e-3 0.35 

Macro 0.38 1.05e-9       0.33 

False Discovery Rate Micro 0.11 2.6e-3 0.35 

False Negative Rate 
Micro 0.07 1.9e-2 0.30 

Macro 0.33 2.39e-8       0.33 

Lift 
Micro 0.58 3.83e-16 0.25 

Macro 0.26 3.8e-3       0.20 
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