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Abstract— Fluorodeoxyglucose positron emission 

tomography – computed tomography (FDG PET-CT) is the 

preferred image modality for lymphoma diagnosis. Sites of 

disease generally appear as foci of increased FDG uptake. 

Thresholding methods are often applied to robustly separate 

these regions. However, its main limitation is that it also 

includes sites of FDG excretion and physiological FDG uptake 

regions, which we define as FEPU – sites of FEPU include the 

bladder, renal, papillae, ureters, brain, heart and brown fat. 

FEPU can make image interpretation problematic. The ability 

to identify and label FEPU sites and separate them from 

abnormal regions is an important process that could improve 

image interpretation. We propose a new method to 

automatically separate and label FEPU sites from the 

thresholded PET images. Our method is based on the selective 

use of features extracted from data types comprising of PET, 

CT and PET-CT. Our FEPU classification of 43 clinical 

lymphoma patient studies revealed higher accuracy when 

compared to non-selective image features.  

I. INTRODUCTION 

Lymphoma accounts for about 8% of all cancer cases 
[1-2]. Fluorodeoxyglucose (FDG) positron emission 
tomography – computed tomography (FDG PET-CT) is 
considered the modality of choice for image-based staging and 
diagnosis of the lymphoma as sites of disease generally 
display increased FDG uptake [3-4]. 

A semiquantitative measure of FDG uptake, referred to as 
the standard uptake value (SUV), relates radiotracer 
concentration normalised by patient weight. A SUV is 
commonly used to describe sites of abnormal glucose 
metabolism when compared to normal structure [5]. On 
whole-body PET-CT studies, high SUVs are seen in the 
papillae of the ureters, the kidneys and the bladder due to FDG 
excretion. In addition, high values can be seen in the normal 
myocardium and the brain, which only includes glucose of 
energy metabolism. SUV thresholding is the most common 
method to detect sites of abnormal FDG uptake in lymphoma 
patients [4]. A number of investigators have proposed 
methods to calculate the threshold to separate normal from 
abnormal FDG uptake such as 50%SUVmax and SUV=2.5 [6]. 
A consequence of these threshold methods is that they are 
applied globally to the entire image and so FDG excretion and 
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physiologic uptake, which we refer to as FEPU, are identified 
alongside sites of disease (see Figure 1a).  FEPU makes image 
interpretation problematic and distracting for imaging 
specialists and clinicians. Further, regions of FEPU can 
obscure sites of sites of diseases in adjacent lymph nodes.   

We propose a new classification method to automatically 
label sites of FEPU from the thresholded whole-body PET 
images. Our method is based on region-level statistics and 
spatial features (RSS) and histogram of oriented gradients 
(HOG) features [7] extracted from PET, CT and combined 
data type PET-CT. Our method differs from traditional 
methods [8-10] in that it uses all the available features and 
there is an automated ‘selective’ use of the image features. 

A. Related Work 

Our work relates to image classification techniques that 
attempt to separate and label different structures based on 
automatically derived image features from CT and PET-CT 
data [8-10]. Venkatraghavan et al [8] used Gabor filtered CT 
slices with speeded up image feature extraction (SURF – a fast 
implementation of scale-invariant feature transform (SIFT)) 
for use in organ localisation. However, this investigation only 
considered ‘healthy’ structures thereby bypassing the 
complexity from abnormal structures. Pescia et al [9] used 
texture-based image features to detect liver tumours on CT 
studies via an AdaBoost classifier. Song et al [10] proposed a 
method to identify the lungs, mediastinum, lung tumours and 
lymph nodes with spatial and texture features on PET-CT 
studies. Both of these studies were applied to specific sections 
of the body i.e., the liver in [9] and the thorax in [10], which 
enables structure specific optimisation and semantic definition 
to aid in the classification. Further, all these methods relied on 
using all the available features rather than selecting only the 
relevant features to classify a structure from all the features.       

II. METHODS AND MATERIALS 

A. Materials and Ground Truth Construction 

Our dataset consisted of 43 whole-body PET-CT studies 
from 11 patients diagnosed with lymphoma; each patient had 
multiple scans (1 patient with 6 scans; 7 patients with 4 scans; 
3 patients with 3 scans) during the treatment. All studies were 
acquired using a Biograph TruePoint PET-CT scanner 
(Siemens Medical Solutions, Hoffman Estates, IL, USA) with 
a PET resolution of 168×168 pixels at 4.07mm2 and CT 
resolution of 512×512 pixels at 0.98mm2 and slice thickness 
of 3mm. The bed and linen were removed from CT by 
adaptive thresholding and image subtraction from a bed 
template [11].  

Training and ground truth data were constructed using 
PET Response Criteria in Solid Tumours (PERCIST) [6] 
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thresholding method and refinements on each PET image (see 
Section II.B). The resulting binary mask comprising of the 
FEPU, was then manually labelled as belonging to the brain, 
bladder, heart, left kidney, right kidney or other structures, as 
exemplified in Fig. 1(a). The “other” class contained potential 
abnormalities (based on patients’ clinical report), regions of 
physiological effects, brown fat and lymph node 
inflammations. A total of 730 thresholded regions were 
manually labelled which included 54 brain, 41 bladder, 40 
heart, 112 left kidney, 123 right kidney and 360 other regions. 

B. Automatic PERCIST Thresholding and Skeletal Bone 

Detection 

PERCIST is a robust method for calculating SUV 
threshold based on the combined use of SUV normalised with 
lean body mass (SUVLBM) together with a reference volume of 
interest (VOI) [12-14] – a 3cm diameter sphere placed on the 
right lobe of the liver to measure the average FDG. We 
considered the sites that are above this threshold value will be 
the FEPU for this work. We adopted our previous method to 
automatically calculate PERCIST based threshold value [15]. 
The lungs were coarsely estimated from CT to localise the 
liver via adaptive thresholding [16]. Then, we used a 
multi-atlas based segmentation method on the CT to segment 
the liver. A multi-atlas method was used for its robustness on 
low-contrast CT images [17]. From the segmented structure, a 
VOI reference was placed on the right lobe of the liver, which 
was then mapped to the co-registered PET. The VOI was then 
used in the threshold calculation. Finally, a binary mask 
         was generated after applying the threshold value on 
the PET. For some studies, skeletal structures are included in 
the thresholded results; these structures were removed by 
using the skeletal structures segmentation from the 
counterpart CT. A binary skeletal mask          was 
generated using a threshold of >150 Hounsfield Units (HU) 
[18] on the CT image.           was then subtracted from 
        . A morphological filter was then applied on the 
resulting binary mask to remove noise. 

C. Contextual Features Extraction 

Two types of features were extracted and combined to 
form the contextual features, which include region-level 
statistics and spatial (RSS) features and histogram of oriented 
gradients (HOG) features [7]. RSS features were used to 
describe the regions in a descriptive statistical manner 
representing a likelihood of a region at a location in the image. 
Mean, standard deviation, skewness and kurtosis on each 
region from both PET and CT images were calculated. We 
also measured the average location of each region in 
transverse, coronal and saggital planes (represented in a 
percentage format) to add spatial context to our features. HOG 
features were used to describe the shape of the region. Recent 
studies have demonstrated that HOG features better 
differentiate structures on PET and CT images [19]. HOG 
features count the occurrences of gradient orientation in a cell. 
Felzenszwalb et al [20] set cell size equal to 8 and to have 9 
directions in each cell and we used the same approach for this 
work. HOG features were sampled by using the cell over the 
regions and summarised it via a bag-of-words (BoW) 
histogram. A bin size of 1500 was set for PET and CT, 
empirically. We normalised the FDG values into SUV with 

patient’s lean body mass (SUVLBM) to reduce the variability of 
FDG values among patient. 

D. Classification via Weighted Combination of PET, CT and 

PET-CT 

We used multi-class support vector machines (SVM) [21] 
on RSS and HOG features to classify the regions. Before these 
features were placed into SVM, we trained these features with 
a radial basis function (RBF) kernel [22] to non-linearly map 
the data into a higher dimension space. This helps to make the 
training data more separable in a computationally efficient 
way, where a linear kernel usually has poor performance in a 
non-linear classification task while a polynomial kernel is 
computationally expensive [23]. The RBF kernel is given by: 
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Here,   and    represent two feature vectors and   is a 
Gaussian value, which measures the standard deviation of the 
data. The probability score of a region   for each data type is 
calculated as the weighted combination of all the features, 
which is defined as: 
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where   denotes the feature and   denotes the data type.    

represents feature associated weight.   ( ) is a probability 

matrix with input feature   for region  . It is calculated from 
the output of the SVM. The final labelling of    is based the 
weighted maximum probability score from all three data types 
(PET, CT and PET-CT), calculated as: 

        {  ( )    ( )}      (3) 

  denotes the label and    is a weight matrix, where the row 
and column represents the data types and the labels. In this 
study, the optimal  ,    and    were empirically determined 

from the training data via cross-validation that has the highest 
cross-validation accuracy.  

III. RESULTS AND DISCUSSION 

We considered a region to be classified correctly if it was 
labelled as the same as the ground truth. We randomly 
partitioned the data into two sets: 5 and 6 patient studies. 
Initially, the first set was used to construct the training set and 
the second set was used for evaluation. Then we reversed the 
role of the two sets. We compared our proposed method with 
the classification results from using PET, CT or PET-CT. Our 
results are shown in Table I.  

The low classification accuracy among all the methods 
when classifying the heart was expected as the myocardium is 
usually separated into many regions (one primary and many 
small regions). The smaller regions usually interference with 
lymph node inflammations in mediastinum and were difficult 
to predict as these regions do not have consistent structure and 
location. As presented in the table, compared with the first 
three methods, our method had the best performance. We 
suggest that this is because our method is able to identify the 
important image features from a particular data type and hence 
appoint a higher weight to it. This results in the selective usage 
of the best classification results from all methods. Compared 
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to CT data, PET and PET-CT perform better in predicting high 
uptake and excretion regions such as the heart, bladder and 
brain, which relates to their relatively higher normal FDG 
uptake. Compared with PET and PET-CT, CT has higher 
classification accuracy in predicting “other” class. It is likely 
to be the “other” class involves many different structures and 
potential abnormalities in various locations; the use of CT data 
helps to localise anatomical information, which resulted in 
better classification accuracy. The left and right kidney 
regions are consistently performed well in all data types. This 
is attributed to the fact that the left and right kidneys have 
relatively unique spatial features compared with other 
structures. Figure 1 shows a classification result for a patient 
study. Here, PET and PET-CT data types misclassified kidney 
regions while CT data type alone misclassified bladder region, 
where our proposed method can make the best use of all three 
data types and produced better results.  

As a further demonstration of the influence from using 
selective features from classification, we measured the 
distribution of each data types to be used for final labelling 
(selection) by our method. Table II presents these results, e.g., 
for all the regions are classified as brain, 70.37% is using PET 
while 7.41% and 22.22% are using CT and PET-CT.  

 

 

 

 

 

TABLE II.  THE DISTRIBUTION OF EACH DATA TYPE (PET, CT, PET-CT) TO 

USED IN LABELLING. 

Label 
Distribution (%) 

PET CT PET-CT 

Other 
 19.17   48.61   32.22  

Brain  70.37   7.41   22.22  

Bladder  12.20   2.44   85.37  

Heart 40.00 12.50 47.50 

L.Kidney  12.50   31.25   56.25  

R.Kidney  69.92   20.33   9.76  

 

IV. CONCLUSION AND FUTURE WORK 

We proposed a new classification method to classify and 
label the FEPU regions automatically via selective use of 
image features derived from three data types of PET, CT and 
PET-CT. Our experiments with 43 clinical PET-CT 
lymphoma studies resulted in higher accuracy when compared 
to conventional methods from using only PET, CT or 
combined PET-CT image features. In our future studies, we 
will evaluate our method on greater number of clinical studies 
and disease types.  
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Figure 1. Whole-body FDG PET-CT scan in a patient with lymphoma. (a) is the ground truth and (b) – (e) are the results of using image features derived from 
PET, CT, combined PET-CT and our method that selected the best results from (b) to (d). Grey, green, purple, dark blue, light blue and red labels represent brain, 
bladder, heart, left kidney, right kidney and “other” classes. Black arrows indicate the misclassified regions and labels are visualised using direct volume 
rendering on PET.  

 

 

 

 

 (a) Ground Truth  (b) PET  (c) CT  (e) Proposed (d) PET-CT
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TABLE I.  CLASSIFICATION RESULTS OF OUR PROPOSED METHOD AND COMPARISON RESULTS OF USING PET, CT AND PET-CT. 

Methods  

(Overall Prediction) 
Ground Truth 

Prediction (%) 

Other Brain Bladder Heart 
Left 

Kidney 

Right 

Kidney 

PET 

(87.26%) 

Other 88.06 9.44 0.28 - 1.39 0.83 

Brain 22.22 77.78 - - - - 

Bladder 9.76 - 90.24 - - - 

Heart 27.50 - - 57.50 15.00 - 

L.Kidney 8.93 - 0.89 - 90.18 - 

R.Kidney 4.88 - - - - 95.12 

CT 

(85.89%) 

Other 92.78 2.50 1.11 0.28 1.39 1.94 

Brain 22.22 55.56 22.22 - - - 

Bladder 26.83 - 73.17 - - - 

Heart 30.00 - 35.00 30.00 5.00 - 

L.Kidney 6.25 - - - 93.75 - 

R.Kidney 4.07 - 1.63 - - 94.31 

PET-CT 

(88.36%) 

Other 90.83 4.17 1.39 0.56 2.50 0.56 

Brain 20.37 79.63 - - - - 

Bladder 4.88 - 95.12 - - - 

Heart 37.50 - 10.00 52.50 - - 

L.Kidney 8.04 0.89 - - 91.07 - 

R.Kidney 6.50 - 0.81 - 0.81 91.87 

Proposed 

(90.55%) 

Other 93.06 3.89 0.83 - 1.11 1.11 

Brain 20.37 79.63 - - - - 

Bladder 4.88 - 95.12 - - - 

Heart 30.00 - 7.50 57.50 5.00 - 

L.Kidney 6.25 - 0.89 - 92.86 - 

R.Kidney 4.07 - 0.81 - - 95.12 
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