
  

 

Abstract— the application of rehabilitation programs based 

on videogames with brain-computer interfaces (BCI) allows to 

provide feedback to the user with the expectation of stimulate 

the brain plasticity that will restore the motor control. The use 

of specific mental strategies such as Motor Imagery (MI) in 

neuroscientific experiments with BCI systems often requires the 

acquisition of sophisticated interfaces and specialized software 

for execution, which usually have a high implementation costs. 

We present a combination of low-cost hardware and open-

source software for the implementation of videogame based on 

virtual reality with MI and its potential use as neurotherapy for 

stroke patients.  Three machine learning algorithms for the BCI 

signals classification are shown: LDA (Linear Discriminant 

Analysis) and two Support Vector Machines (SVM) in order to 

determine which task of MI is being performed by the user in a 

particular moment of the experiment. All classification 

algorithms was evaluated in 8 healthy subjects, the average 

accuracy of the best classifier was 96.7%, which shows that it is 

possible to carry out serious neuroscientific experiments with 

MI using low-cost BCI systems and achieve comparable 

accuracies with more sophisticated and expensive devices.     

I. INTRODUCTION 

The brain-computer interfaces (BCI) allow a wide 
spectrum of applications in both people with any disability 
condition as for completely healthy people. The interaction 
between the user and the BCI system does not occur 
arbitrarily: a series of signals generated by the specific 
mental task execution can be collected, processed and 
classified in order to build applications that can be 
neurocontrolled. To this end, the implementation of multiple 
signal processing and machine learning techniques to 
optimize the interaction processes by creating reliable 
protocols for conducting the online experiments is needed 
[1]. Motor Imagery (MI) is one specific mental strategy for 
BCI and the classification of different mental tasks used in 
this strategy is often a problem that requires the 
implementation of machine learning techniques in order to 
optimize the interaction between the user and a specific 
application [2]. It is believed that the MI, specifically in 
upper limbs can be registered mainly in two particular 
electrodes: C3 and C4 located in the motor cortex (follow 
the EEG 10-20 standard) [3]; however some researchers 
have demonstrated that this condition is user-dependent and 
only use the information from these electrodes could result in 
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significant data loss for a BCI experiment with MI [4], [5]. 
Due to the commercial low-cost BCI systems often do not 
include the C3 and C4 electrodes; there are few 
investigations that use these sensors for the MI experiments, 
because the non-inclusion of these electrodes is often 
synonym of low accuracies in the final result of the classifier. 
Therefore, applications that use BCI systems with MI as 
mental strategy, usually require not only expensive interfaces 
(due to the amount of required electrodes), but also of a 
substantial investment in specialized software, limiting the 
use of the BCI systems [6]. Multiple BCI commercial 
systems exist in the market, which have being widely used 
for applications as videogames [7], multimedia applications 
and assistive devices [2]. One of the most used is the Emotiv 
EPOC, which is a neuroheadset composed by 14 electrodes 
distributed in the 4 lobules [8], this device has been 
successfully used to design applications in emotion 
recognition [1] and selective attention through visual 
stimulus such as steady state visual evoked potentials 
(SSVEP) [9]. However, since the sensor has not electrodes 
C3 and C4 located in the motor cortex where the movements 
are prepared, has not been used with success in experiments 
with MI [10]. Now, despite the variety of available software 
platforms to handling of electroencephalographic (EEG) 
signal from the BCI systems, only a few are open-source and 
contains the required tools for developing applications based 
on virtual reality [11] such as OpenViBe, an open-source 
software platform for the design, implementation and 
analysis of neuroscientific experiments based on BCI 
systems. The software consists of a set of modules that can 
be integrated with certain facility and efficiency to develop 
BCI functional applications, especially those that are 
combined with virtual reality systems [12]. There are four 
features that make OpenViBe an integrated platform for 
development neuroscientific experiments with BCI systems: 
a) modularity and reusability, b) user diversity, c) portability, 
d) virtual reality systems connectivity. This software has 
been previously used for EEG signal monitoring during a 
videogame intervention [13], BCI videogames based on 
virtual reality [12] and for the wheelchair control [10]. 

This paper proposes the use of a commercial BCI system, 
the Emotiv EPOC and the open source software OpenViBe 
for the MI-based experiment implementation and its 
potential use in neurorehabilitation therapies with stroke 
patients using virtual reality videogames. Recently, has been 
found that the use of rehabilitation therapies based on MI 
with BCI systems in stroke patients can induce significant 
changes in neural plasticity due to the use of feedback 
strategies with immersive virtual environments [14]. These 
therapies have some advantages in comparison with other 
techniques such as high temporal resolution of the signal, the 
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portability of equipment, the non-invasive nature of the 
intervention and finally the fun component that have the 
specialized serious videogames for health [13]. In addition, 
the paper describes the support vector machines use, 
specifically the Nu-SVC [15] for two MI patterns 
classification: right and left hand movement imagination.  

II. NEUROMODULATION WITH BCI SYSTEMS FOR MOTOR 

REHABILITATION 

After stroke or brain injury, a large number of subjects do 

not regain the normal gait characteristics or the natural 

movements of the limbs. Some interventions use exercises 

for upper and lower limbs with the expectation of restore the 

motor control through of activity-dependent neuronal 

plasticity, which is widely bound with the synaptic 

connection changes in response to the external stimulus, 

generally correlated with the motor activity. The plasticity 

that has the central nervous system (CNS) has been 

documented by a large number of scientists as functional and 

structural adaptation of the neuronal mechanisms for 

learning new information and acquiring new skills [16]. This 

plasticity can involve modifications in the neuronal synaptic 

intensity in both brain and spinal cord, as fact the plasticity is 

the basis in which the cognitive and motor skills are 

acquired. After stroke, we can generate an extensive 

plasticity in the cortex and in other neural structures 

according to animal and human models [16]. BCI systems-

based approaches could perform direct neurophysiological 

measures (i.e. EEG) to provide feedback to the user with the 

expectation that stimulate the brain plasticity that will restore 

the motor control [2]. The neurofeedback use can improve 

the cerebral function restoration and therefore the motor 

function [17]. The investigations point to three horizons:  the 

identification of practice motor tasks that can produce a 

brain signal that can be used in rehabilitation, identifying the 

characteristics of brain signal that can be used in 

rehabilitation and the practicality (ease of use and precision) 

of the training session with BCI systems. For stroke patient 

survivors, the use of the BCI systems can help to improve the 

performance in the motor learning and the recovery of motor 

function, the use of specific mental strategies such as MI can 

serve as therapy for the retraining of the lost functions.   

[14]. 

III. BCI APPLICATION SCENARIOS 

A. Acquisition Scenario 

In this scenario we recollect the data coming from the 
user training. Once connected the Emotiv EPOC to the 
OpenViBe server, we add the channel selection box in where 
we enlist the set of channels used for the experiment, in this 
case are F3, F4, FC5, FC6, AF3, AF4, F7 and F8, which are 
the nearest electrodes to the motor and premotor cortex. The 
stimulation parameters are defined through the Graz Motor 
Imagery BCI standard [18], which contains the configuration 
of the quantity of samples per class, the labels for each class 
and duration time for visual feedback (the selected 
configuration was 20 samples per class for all the classifiers, 

two MI classes and feedback duration of 3.750 seconds). 
The outputs are connected to visualization box, which allow 
showing the visual stimulus; in this case, we use left and 
right arrows to generate the motor imagery tasks (left and 
right hand movement). The acquisition time is scheduled to 
take approximately time of 7-8 minutes (the first 30 seconds 
is signal without stimulus, in the second 33 the first stimulus 
appears and thereafter, every 11 seconds a random stimulus 
is represented until all 20 samples for each class).   

B. Feature Extraction Scenario  

The particular task observation (as imagining the hand 
movement) produce in the BCI systems a specific effect in 
the brain signals called Event Related Synchronization/ 
Desynchronization (ERS/ERD) in the electrodes that are 
close to neuromotor cortex. A powerful and widely used 
technique for the signal feature extraction in the BCI-EEG 
systems is the Common Spatial Patterns (CSP) [2]. The CSP 
analysis produces spatial filters that are optimal in terms of 
extracting the signals that are more discriminant between two 
conditions. The algorithm allows the identification of spatial 
filters that maximize the signal variance of one condition and 
at the same time minimize the signal variance with the other 
condition [19]. In the second scenario, we applied the CSP 
technique in order to extract the spatial filters for the training 
session signals, which are filtered in the bands related to the 
oscillatory rhythms Alfa and Beta (8 Hz- 30 Hz) where 
ERS/ERD are produced and after specific settings of the 
EEG epochs (segments) are performed. For this experiment 
we use an eight-order CSP filter which allows attributing to 
each of the eight channels, the best spatial components that 
maximize the difference between each class of MI. The 
result is a file that has the spatial filter configuration that will 
be used for classifier training and to carry out the online 
classification.           

C. Classifier Training Scenario 

This scenario is designed to training the classification 
algorithm using the training data and the CSP spatial filter 
obtained in the past scenario. The box Time Based Epoching 
allow to provide epochs in where their specific lengths can 
be configured, for this case the signal is split into blocks of 1 
second with 0.125 seconds of interval (EPOC sample 
frequency 128 Hz and the block size is 16 samples. 
16/128=0.125). This is performed in order to improve the 
computation of Power Spectrum Density (PSD), otherwise 
the spectrum would be coarse or rough; after this feature is 
added as a feature to the classifier. Then the classifier 
training is performed using the Classifier Trainer box which 
can be set to train LDA (Linear Discriminant Analysis) or 
SVM (Support Vector Machine) classifiers. For this work we 
performed probes using three classifiers in order: the LDA, 
the classical version of support vector machines called C-
SVC with a lineal Kernel and a modified version of support 
vector machines called Nu Support vector Classification 
(Nu-SVC), which adds the Nu parameter that allow a control 
of the number of support vectors and margin errors. The 
parameter ν (0,1] is an  upper bound on the fraction of 
margin errors to the training and a lower bound on the 
fraction of SVs. The cost function is: 
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                                     (1)        

Constraints: 

   (2) 
 

Using the RBF Kernel: 

                      (3) 

 
From (1) ν ϵ (0,1] is a preselected parameter,  is the number 
of the training points and ρ is a margin parameter. The 
parameter w is a term the characterizes the model complexity 
and ξ is the EEG data. The Nu parameter was tuned to obtain 
the best classifier result. This parameter indicates a lower 
bound of the number of support vectors to use, given as a 
fraction of all calibration samples and a lower bound on the 
fraction of training samples that are errors (poorly 
predicted). Also, we applied the RBF (Radial Basis Function 
or Gaussian) Kernel that improves significantly la classifier 
accuracy of nu-SVC over the linear Kernel applied over the 
C-SVC classifier. The γ in the RBF-SVM allow to control 
the hiperplane separation shape, whereby the increase of this 
parameter usually increase the number of supported vectors; 
for this experiment we γ = 100. The result of this scenario is 
a configuration file of the trainer, which contains the 
algorithm parameters that will be used for the online 
classification carried out in the last scenario. To evaluate the 
best classifier is used cross-validation (K-fold Test) with 5 
iterations, this parameter allow the computation of the 
accuracy of the classifier and prints it on console.  

D. Online Classification Scenario 

Finally, in this scenario we perform the online 
classification of MI tasks trained with the user. For this we 
loaded the obtain files in the previous scenarios (CSP filter 
training and classifier training). The signals are captured and 
the chosen channels are exactly the same used in the training 
user stage. For the use of the SVMs is necessary add a 
Simple DSP box that allow to move the signal through the x-
0.5 function for the output values of the classifier are 
between 0 and 1. Once again the Graz Stimulator is used in 
order to provide feedback to the user in the online session. 
Since this scenario we perform the communication with any 
extern application, in this case, the videogame engine Unity 
for the communication with the virtual reality activity.       

IV. RESULTS 

We carried out the experiment with eight young university 
students of masculine genre. Each user was instructed with 
the experiment routine just before to start. The interventions 
were performed always at morning (8:00 am. – 9:00 am.) in 
order to avoid accumulated stress factors or excessive 
sweating, also the users were asked to sleep well the night 
before in order to reduce problems with states of drowsiness 
during the operation of the experiment. Lastly the user was 
placed in front of the screen to start the training session.      
For each user, it was evaluated three classifiers: LDA, C-
SVC with lineal Kernel and Nu-SVC with RBF Kernel. The 
figure 1 show a time-frequency map calculated of one user 

during a specific MI task, the maps cover the filtered 
frequency range (8 Hz- 30 Hz) and are performed over FC5 
and FC6 electrodes in where we found the best latency of 
ERD/ERS neuromechanisms.  

 
Figure 1. Spectrogram of a subject 1 in a motor imagery task 

 

The captures are performed in one of the moments in 

which the user is exposed to MI training stimuli in a range of 

4 seconds (in order to take a couple of seconds before).  

Finally the classification results for each user with each of 

the classifiers used for MI mental strategy are presented. The 

NU-SVC behavior with the RBF Kernel shows an 

outstanding performance over the rest of classifiers. The 

manual tuning of Nu parameter, allows that the results 

obtained in this work will exceed previous works with low 

cost BCI systems such as EPOC [20], [21] which always 

have been widely criticized for their low accuracy in 

punctual BCI mental strategies.   

TABLE I. CLASSIFER ACCURACIES. 

Subject LDA (%) C-SVC with Lineal 
Kernel (%) 

Nu-SVC with RBF 
Kernel (%) 

S1 68.1 67.3 95.7 

S2 62.0 62.4 95.6 

S3 73.3 73.3 97.9 

S4 71.0 71.5 98.5 

S5 66.7 71.2 97.2 

S6 68.1 69.4 96.2 

S7 59.4 59.4 95.3 

S8 72.1 71.5 97.5 

PROM 67.6 68.3 96.7 

 

The Nu-SVC classifier using the RBF Kernel and the 

manual tuning of the Nu parameter allow increase more than 

25 % in the classification accuracy with respect to the others 

classifiers. The figure 2 shows the average accuracy of the 

three classifiers for all eight users. This parameterization of 

the support machine through the Nu parameter provides a 

control over the number of supported vector and margin 

errors. Control the number of support vector has implications 

for: (1) run-time complexity, since the evaluation time of the 

estimated function scales linearly with the number of SVs 

[22], (2) training time, for instance, which we use the 

segmentation algorithm  which increase the complexity with 

the vector support  number, (3) possible data compression 

applications- ν characterizes the compression ratio: it 

suffices to train the algorithm only on the SVs, leading to the 

same solution, (4) generalization error bounds: the algorithm 

directly optimizes a quantity using which one can give 

generalization bounds. These, in turn, could be used to 

perform structural risk minimization over ν. Moreover, 
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asymptotically, ν directly controls the number of support 

vectors, and the latter can be used to give a leave-one-out 

generalization bound [15].  

 

 
Figure 2. Classification results of MI patterns with the three classifiers 

 

Finally we design a BCI videogame based on MI strategy 

for neurorehabilitation activities in stroke patients (especially 

in upper limb monoparetics), which is under evaluation in a 

local clinic. The videogame is based on the classic Duck 

Hunt for Nintendo, in where the user needs to imagine the 

movements of their right and left hands in order to shoot 

ducks to the right or left of the screen.  After this promising 

result the next step is to test this approach in stroke patients. 

V. CONCLUSION 

This paper implements a mental strategy used extensively 
for the interaction with BCI systems, the motor imagery 
through a low cost wireless device using open source 
software. Despite of EPOC system limitations in terms of 
provide high quality signals for BCI application, the machine 
learning algorithms implementation such as support vector 
machines can offer high accuracies in bi-class problems 
(98%), comparable with experiments that use more academic 
and expensive BCI systems and with a greater number of 
electrodes. Even though the results show that it is possible to 
use low cost BCI systems such as EPOC to perform rigorous 
neuroscientific experiments, there are some problems 
directly related with the software that often prevent their use 
in more accurate applications and provide better user 
experience when specific mental strategies are used as motor 
imagery: the neuroheadset recording electrodes not fully 
cover the motor cortex on which are effectively recorded the 
ERD/ERS neuromechanisms necessary for MI tasks; further, 
due to the EPOC flexibility the locations of the electrodes 
are not fixed when the neuroheadset is worn, which increase 
the complexity in the experiment reproducibility with the 
same user. The BCI videogames use as a tool for 
neuromodulation in stroke patients is presented as a therapy 
with a high potential to stimulate the neural and CNS 
plasticity that restore the lost motor control. In future works 
we will evaluate the design videogame in groups of stroke 
patients in order to verify the effectiveness of therapy in the 
restoration of some motor skills.      

ACKNOWLEDGMENT 

This work has been supported by the research group 

GIROPS and the HCI Group of Colombia 

(www.hcigroup.tk). 

REFERENCES 

[1] S. Dunne, R. Leeb, J. D. R. Millán, and A. Nijholt, Towards 

Practical Brain-Computer Interfaces: Springer, 2012. 

[2] B. Graimann, B. Allison, and G. Pfurtscheller, Brain-computer 

interfaces: Revolutionizing human-computer interaction: Springer, 

2010. 

[3] S. Sanei and J. A. Chambers, EEG signal processing: John Wiley & 

Sons, 2008. 

[4] M. Arvaneh, C. Guan, K. K. Ang, and C. Quek, "Optimizing the 

channel selection and classification accuracy in EEG-based BCI," 

Biomedical Engineering, IEEE Transactions on, vol. 58, pp. 1865-

1873, 2011. 

[5] N. Dias, P. Mendes, and J. Correia, "Feature Selection for Brain-

Computer Interface," in 4th European Conference of the 

International Federation for Medical and Biological Engineering, 

2009, pp. 318-321. 

[6] Y. Wang, X. Gao, B. Hong, and S. Gao, "Practical designs of brain–

computer interfaces based on the modulation of EEG rhythms," in 

Brain-Computer Interfaces, ed: Springer, 2010, pp. 137-154. 

[7] D. Marshall, D. Coyle, S. Wilson, and M. Callaghan, "Games, 

gameplay, and BCI: The state of the art," Computational Intelligence 

and AI in Games, IEEE Transactions on, vol. 5, pp. 82-99, 2013. 

[8] M. Lang, "Investigating the Emotiv EPOC for cognitive control in 

limited training time," Dep of Comp Sci, Univ of Canterb, 2012. 

[9] Y. Liu, X. Jiang, T. Cao, F. Wan, P. U. Mak, P.-I. Mak, et al., 

"Implementation of SSVEP based BCI with Emotiv EPOC," in 

Virtual Environments Human-Computer Interfaces and 

Measurement Systems (VECIMS), 2012 IEEE International 

Conference on, 2012, pp. 34-37. 

[10] F. Carrino, J. Dumoulin, E. Mugellini, O. A. Khaled, and R. Ingold, 

"A self-paced BCI system to control an electric wheelchair: 

Evaluation of a commercial, low-cost EEG device," in Biosignals 

and Biorobotics Conference (BRC), 2012 ISSNIP, 2012, pp. 1-6. 

[11] C. Brunner, G. Andreoni, L. Bianchi, B. Blankertz, C. Breitwieser, 

S. i. Kanoh, et al., "Bci software platforms," in Towards Practical 

Brain-Computer Interfaces, ed: Springer, 2013, pp. 303-331. 

[12] Y. Renard, F. Lotte, G. Gibert, M. Congedo, E. Maby, V. Delannoy, 

et al., "OpenViBE: an open-source software platform to design, test, 

and use brain-computer interfaces in real and virtual environments," 

Presence: teleoperators and virtual environments, vol. 19, pp. 35-

53, 2010. 

[13] J. Muñoz, O. Henao, J. López, and J. Villada, "BKI: Brain Kinect 

Interface, a new hybrid BCI for rehabilitation," in Games for Health, 

ed: Springer, 2013, pp. 233-245. 

[14] W.-P. Teo and E. Chew, "Is Motor-Imagery Brain-Computer 

Interface Feasible in Stroke Rehabilitation?," PM&R. 

[15] B. Schölkopf, A. J. Smola, R. C. Williamson, and P. L. Bartlett, 

"New support vector algorithms," Neural computation, vol. 12, pp. 

1207-1245, 2000. 

[16] D. Farina, W. Jensen, and M. Akay, Introduction to neural 

engineering for motor rehabilitation vol. 40: John Wiley & Sons, 

2013. 

[17] J. L. Pons and D. Torricelli, Emerging Therapies in 

Neurorehabilitation: Springer, 2013. 

[18] G. Pfurtscheller, G. Müller-Putz, B. Graimann, R. Scherer, R. Leeb, 

C. Brunner, et al., "Graz-brain-computer interface: state of research," 

Toward brain-computer interfacing, MIT Press, Cambridge, MA, 

pp. 65-102, 2007. 

[19] B. Reuderink and M. Poel, "Robustness of the common spatial 

patterns algorithm in the BCI-pipeline," 2008. 

[20] P. Bobrov, A. Frolov, C. Cantor, I. Fedulova, M. Bakhnyan, and A. 

Zhavoronkov, "Brain-computer interface based on generation of 

visual images," PloS one, vol. 6, p. e20674, 2011. 

[21] F. Elliot, "Development of a fast and efficient algorithm for P300 

event related potential detection in a mobile environment," 2013. 

[22] C. J. Burges, "A tutorial on support vector machines for pattern 

recognition," Data mining and knowledge discovery, vol. 2, pp. 121-

167, 1998. 

1233


