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Abstract— Current bioinformatics tools accomplish high ac-
curacies in classifying allergenic protein sequences with high
homology and generally perform poorly with low homology
protein sequences. Although some homologous regions ex-
plained Immunoglobulin E (IgE) cross-reactivity in groups of
allergens, no universal molecular structure could be associated
with allergenicity. In addition, studies have showed that cross-
reactivity is not directly linked to the homology between protein
sequences. Therefore, a new homology independent method
needs to be developed to determine if a protein is an allergen
or not. The aim of this study is therefore to differentiate sets of
allergenic and non-allergenic proteins using a signal-processing
based bioinformatics approach.

In this paper, a new method was proposed for character-
isation and classification of allergenic protein sequences. For
this method hydrophobicity amino acid index was used to
encode proteins to numerical sequences and Discrete Fourier
Transform to extract features for each protein. Finally, a
classifier was constructed based on Support Vector Machines. In
order to demonstrate the applicability of the proposed method
857 allergen and 1000 non-allergen proteins were collected
from UniProt online database. The results obtained from the
proposed method yielded: MCC: 0.752 ± 0.007, Specificity:
0.912 ± 0.005, Sensitivity: 0.835 ± 0.008 and Total Accuracy:
87.65% ± 0.004.

I. INTRODUCTION

An allergy is a Type I hypersensitivity and caused when
a person’s immune system overreacts to substances from
the environment [1]. This reaction results in an inflam-
matory response from mild to life-threading symptoms. In
recent years, bioinformatics tools have been developed for
analysis and classification of allergenic protein sequences.
Such tools utilize allergen representative peptides (ARPs)
[2], sequence similarity search [3], Support Vector Machines
(SVM) [3], [4] and k-Nearest-Neighbor (kNN) classifiers [5].
These bioinformatics tools accomplish high accuracies in
classifying allergenic protein sequences with high homology
and generally perform poorly with low homology protein
sequences.

Although some homologous regions explained Im-
munoglobulin E (IgE) cross-reactivity in groups of allergens
[6], no universal molecular structure could be associated with
allergenicity as reported in previous studies [6], [7], [8], [9].
In addition, studies have showed that cross-reactivity is not
directly linked to the homology between protein sequences
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[10], [11], [12]. Therefore, a new homology independent
method needs to be developed to determine if a protein is
an allergen or not. The aim of this study is to differentiate
sets of allergenic and non-allergenic proteins using a ho-
mology independent signal-processing based bioinformatics
approach.

In this paper, a novel method is presented which uses Dis-
crete Fourier Transform to extract information from protein
sequences and Support Vector machines as a predictive tool
for allergenic protein sequences. Additionally, the collection
of allergenic and non-allergenic protein sequences from
UniProt [13], will be discussed. The paper is organised
as follows: Section II presents the methods and materials
developed and used, while Section III presents the results
obtained. Finally, concluding remarks with discussions are
stated in Section IV.

II. MATERIALS AND METHODS

A. Processing the Protein Sequences

By using an amino acid index [14] the protein sequences
can be converted to a numerical sequence, in order for
Discrete Fourier Transform (DFT) [15] to be applied. Before
applying DFT to the protein sequences, zero-padding and
windowing techniques commonly used in signal processing
need to be considered. Previous work has showed that by
applying zero-padding and windowing methods to the con-
verted protein sequences can influence the features extracted
from signal processing techniques [16].

By using the windowing technique, where a pre-calculated
window is multiplied to the protein sequence numerical
sequences, spectral leakage is reduced. For the analysis of
allergen protein sequences the Hamming window [17] is used
as showed in Equation 1.

w = 0.54− 0.46cos

(
2πn

N − 1

)
n = 0 ≤ n ≤ N − 1 (1)

The next step in the analysis of protein sequences using
DFT is the zero-padding method, where a number of zero
elements are added to the end of each sequence to increase
signal length. Zero-padding is an important step in the
analysis, as the protein sequences used may not have equal
lengths.

The final step in processing the protein sequences is to
apply DFT. The Discrete Fourier Transform (DFT) can be
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X(n) =

N−1∑
m=0

x(m)e−j(2π/N)nm n = 0, 1, ..., N − 1 (2)

where X(n) are the DFT coefficients, N is the total number
of points in the series and x(m) is the mth member of the
numerical series. Henceforth only the (N/2) points of the
series will be used as the DFT coefficients contains two
mirror parts.
The output of DFT is a complex sequence and can be
formulated as

X(n) = (R(n) + jI(n)), n = 0, 1, ..., (N − 1)/2 (3)

where R(n) and I(n) are the Real and Imaginary parts of
the sequence, respectively.
The absolute spectrum can be formulated as

S(n) = X(n)X∗(n) = |X(n)|2 , n = 0, 1, ..., (N − 1)/2
(4)

where X(n) are the DFT coefficients of the series x(n),
X ∗ (n) are the complex conjugates and S(n) is the absolute
spectrum.

The coefficients from the absolute spectrum for each
protein can be used as a feature set to represent the char-
acteristics of allergen and non-allergen protein sequences.

B. Classification of Allergenic Protein Sequences based on
Support Vector Machine

A support vector machine (SVM) [18], is a non-
probabilistic linear classifier [18], [19] used for data analysis
and pattern recognition analysis. In the literature, SVM is
used in the analysis and classification of protein sequences
with very promising results. Some of the research areas
where SVM is successfully applied are protein interactions
prediction [20], protein secondary structure prediction [21],
RNA-binding proteins from primary sequence prediction [22]
and protein subcellular localization prediction [23].

For this analysis, LIBSVM python library [24] was used
to construct the classifier. The radial basis function (RBF)
kernel function was used, as RBF has shown to be the
simplest to adapt and the most generally applicable [25].
Finally, grid search is applied to find the optimal values of
the kernel C and γ parameters.

C. Evaluating the Performance of the Predictive Model

For this analysis, the K-fold (5-fold) cross-validation tech-
nique [26] is used to assess the performance of the allergen
classifier. This technique usually is used to approximate how
these predictive models will behave and perform in practice.
Cross-validation is important for independently testing and
validating different theories on existing data, where collect-
ing additional data is impossible, costly or time consuming.

The performance of the allergen classifier was evaluated
based on sensitivity (SE), specificity (SP) and total accuracy
(TACC). They can be calculated by using the following
equations, respectively

SE =
TP

TP + FN
(5)

SP =
TN

TN + FP
(6)

TACC =
TP + TN

TP + TN + FP + FN
∗ 100 (7)

where true positives (TP) and true negatives (TN) represent
the correctly identified allergen and non-allergen protein
sequences, respectively. In addition, false negatives (FN) and
false positives (FP) represent the misidentified allergen and
non-allergen protein sequences, respectively.

Additionally, three different evaluation methods, Matthews
correlation coefficient (MCC) [27], G-mean [28] and F-
measure [29], were also used that have been shown to
provide more reliable results when evaluating a classifier.
The MCC can be calculated by using Equation 8

MCC =
(TP ∗ TN)− (FN ∗ FP )√

(TN + FN)(TP + FN)(TN + FP )(TP + FP )
(8)

The output of MCC is a value between [-1,1] where 0
indicates random classification, 1 indicates 100% correct
classification and -1 indicates 100% misclassification.
G-mean, is showed in Equation 9

GMean =
√
SE ∗ SP (9)

Finally, F-measure, is given in Equation 10

F −Measure =
2 ∗ TP

2 ∗ TP + FN + FP
(10)

The output of the F-measure is a value between [0,1] where 1
represents 100% correct classification and 0 represents 100%
misclassification.

D. Amino Acid Index

As described in the previous sections an amino acid
index needs to be used to convert the proteins sequences
to numerical sequences. Each amino acid index represents
a physical characteristic of the protein or amino acid they
represent. From the liturature, hydrophobicity feature has
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been shown to be related to allergenic proteins [6], [7],
[8], [9]. In this paper for the classification of allergenic and
non-allergenic protein sequences hydrophobicity amino acid
index will be used, as described in Table I.

TABLE I
HYDROPHOBICITY AMINO ACID INDEX

Amino Acid Value
A 0.44
R -2.42
N -1.32
D -0.31
C 0.58
Q -0.71
E -0.34
G 0
H -0.01
I 2.46
L 2.46
K -2.45
M 1.1
F 2.54
P 1.29
S -0.84
T -0.41
W 2.56
Y 1.63
V 1.73

E. Allergenic Protein Databases

For this analysis, data were collected from UniProt [13]
(http://www.uniprot.org). From UniProt, only the verified
Allergens were considered. Table II lists the number of al-
lergen and non-allergen proteins collected from the database.
Table II shows the number of protein sequences, as well as
the maximum, minimum, and average length of the protein
sequences.

TABLE II
ALLERGEN AND NON-ALLERGEN ONLINE DATABASES USED IN THIS

STUDY

Allergen Proteins Non Allergen Proteins
Number of Proteins 857 1000
Maximum Length 1558 5890
Minimum Length 5 78
Average Length 235.65 752.56

III. RESULTS AND DISCUSSIONS

In this paper, a study is performed in order to differentiate
sets of allergenic and non-allergenic proteins using a signal-
processing based bioinformatics approach. For this analysis,
DFT coefficients were used to characterise protein sequences
as well as hydrophobicity amino acid index in order to
encode protein sequences to numerical sequences. Finally,
support vector machines were utilised as a predictive tool. In
order to test how the prediction of allergenic proteins based
on the proposed method, the following analysis was carried
out.

From UniProt database 817 allergen and 1000 non-allergen
proteins were used. The performance of the allergen classifier

was evaluated based on MCC, sensitivity, specificity and
total accuracy of the classifier. In order to ensure that the
results are generalised, 5-fold cross-validation was used to
train the classifier. This process was trained for 10 times
and the average values along with standard deviation were
presented.

All the analyses carried out resulted in an average pre-
dictive accuracy of 87.65% ± 0.004. In addition, MCC,
specificity and sensitivity values are found to be 0.752 ±
0.007, 0.912 ± 0.005 and 0.835 ± 0.008, respectively. All
the results are given in Table III.

The results obtained using the proposed method indicate
that allergens and non-allergen protein sequences can be
accurately classified. As current bioinformatics tools use
homology to classify allergenic protein sequences, they ac-
complish high accuracies in classifying sequences with high
homology and generally perform poorly with low homology
sequences. From the literature no indications exist that cross-
reactivity and homology of protein sequences are linked
[10], [11], [12], and no universal molecular structure of
allergen protein sequences currently exist [6], [7], [8], [9].
The advantages of the proposed method over the existing
tolls are that the method developed in this paper is a non-
parametric and homology independent method that can be
directly linked to physical characteristics of the protein
sequence, as as an example that hydrophobicity amino acid
index was used to encode the sequences.

IV. CONCLUSIONS

In this paper, a new method was proposed for characteri-
sation and classification of allergenic protein sequences. For
this method hydrophobicity amino acid index was used to
encode proteins to numerical sequences and Discrete Fourier
Transform to extract features for each protein. Finally, a
classifier was constructed based on Support Vector Machines.
In order to demonstrate the applicability of the proposed
method 857 allergen and 1000 non-allergen proteins were
collected from UniProt online database.

In the literature more that 500 amino acid indices exist
[14], which can be used to encode protein sequences to
numerical sequences. Further research needs to be car-
ried out with different amino acid indices, and compare
the results with those of the hydrophobicity. Furthermore,
larger datasets should be collected from various allergenic
databases that exist, and the accuracy of the method needs
to be tested on different homology datasets in order to be
able to demonstrate further applicability and generalizability
of the methods described in the paper.
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