
  

 

Abstract— Obstructive Sleep Apnea (OSA) is the most com-

mon form of sleep disorder breathing. It is estimated that this 

insidious disease affects 15% of the US adult population. Cur-

rent procedure of diagnosing OSA requires polysomnography 

(NPSG) conducted in accredited sleep laboratories and the data 

getting scored by certified sleep technicians, a costly process 

that is not readily available in all areas. Ultrasonic techniques 

are increasingly used in the area of medical diagnosis and 

treatments due to their safety and economic costs. This paper 

investigates a feasibility study of a multi-channel ultrasonic 

OSA detection system. The approach utilizes wavelet-based as 

well as temporal and spectral features extracted from multiple 

ultrasound waves transmitted through patient’s neck during 

sleep. Using NPSG data as gold standard, the proposed classifi-

er makes a preliminary decision on the data sequence by label-

ing epochs as normal or apneic. A Finite State Machine (FSM) 

is employed to update the classified labels for a more robust 

detection. Experimental results on three sleep disordered pa-

tients suggest that it may be feasible to consider the proposed 

approach for an ultrasound based detection system.  

I. INTRODUCTION 

Sleep disordered breathing (SDB) refers to respiration ab-

normalities during sleep. The most common form of SDB is 

obstructive sleep apnea (OSA) which is caused by occlusion 

of the upper airway for 10 s or more during sleep. It is be-

lieved that this syndrome is caused by excessive muscle re-

laxation of the posterior oropharynx during sleep. When the 

occlusion of the upper airway during sleep is partial (>50% 

but not 100%), the respiratory anomaly is referred to as hy-

popnea. Sleep apnea episodes vary in duration and may last 

as long as 60 s. The frequency of events also varies among 

patients. To quantify the severity of SDB, apnea hypopnea 

index (AHI) which is defined as the average number of apne-

ic events per hour of sleep is used. Apnea and hypopnea epi-

sodes result in desaturation of blood oxygen and an increase 

in CO2 concentration. Multiple studies have linked OSA to 

serious cardiovascular disorders such as hypertension, and 

stroke [1, 2].  In addition, daytime sleepiness is highly com-

mon in the OSA patients and increases the risk of driving or 

job related accidents [3].  
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Young, et al. [4, 5] have reported that approximately 15% 

of adult population of the US suffers from untreated OSA. 

The standard method that is currently used to diagnose OSA 

is nocturnal polysomnography (NPSG) which involves an 

overnight study in an accredited sleep laboratory. During 

NPSG multiple electrodes and sensors are attached to patient 

to obtain electroencephalography (EEG), electrooculography 

(EOG), electrocardiography (ECG), electromyography 

(EMG), abdominal wall movement, chest wall movement, 

and end tidal CO2 data are recorded. Using the captured data, 

a sleep technician labels the sleep stages as well as ap-

nea/hypopnea events. A sleep medicine physician recom-

mends the treatment type based on the performed labeling. 

NPSG is a costly process since it uses multiple instruments 

and the manual scoring of data is required. The relatively 

high costs of NPSG and the lack of accredited sleep labora-

tories in all areas suggest the need for a lower cost and more 

practical method of SDB diagnosis. 

The idea of using ultrasonic transducers to detect OSA 

was first introduced by Al-Abed, et al. [6]. For this purpose, 

ultrasonic waves were transmitted across the airway during 

sleep and detected laterally across the neck. It was hypothe-

sized that airway obstruction results in changes in the trans-

mitted ultrasound signal and these changes can be quantified 

to detect the airway occlusion. This approach is attractive as 

it is safe, non-invasive, low cost and can ultimately be made 

to be portable. The characterization of the ultrasonic sensors 

for the purpose of OSA detection has been reported in [6, 7] 

for in vitro and in vivo studies, respectively, where temporal 

features of the received signals were used for classification. 

As a complementary study, [8] introduced the use of spectral 

features of the ultrasonic signals to detect OSA.  

In this paper, we propose a feasibility study of OSA detec-

tion based on a sequence of multi-channel ultrasound record-

ings of the system introduced in [8]. Our novelty in compari-

son with [6, 7, 8] is the proposed feature selection and classi-

fication methods where multiple temporal, spectral and 

wavelet-based features are calculated using the ultrasound 

signals. Multiple SVM classifiers (one classifier for each 

channel) are then trained and used to detect apnea in the re-

ceived signals. Final labeling of the data is boosted by em-

ploying sequence labeling by a Finite State Machine (FSM) 

to achieve a more robust and accurate classification. The 

proposed method is evaluated over recordings from 3 SDB 

patients and the final classification rates confirm the feasibil-

ity of incorporating ultrasound in OSA detection.  
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II. MATERIALS AND METHODS 

Based on the clinical study proposed in [8], a novel ultra-

sound device is presented to detect upper airway occlusion. 

In this device, small piezoelectric ultrasound transducers (7 

transmitters and 12 receivers) are placed on opposite sides of 

patient’s neck for full night studies signal recording in an 

accredited sleep lab. Transducers generate roughly 3 MHz 

ultrasound burst every 100 msec ononesideofthepatient’s

neck and on the other side, the initial 200 µsec of the re-

ceived signals are recorded in 12 channels for further pro-

cessing. Therefore, for every second of a single channel, 

there exist 10 bursts of 200 µsec duration. The sampling fre-

quency of the signal recorder is selected to be 30 MHz to be 

at least 10 times faster than the excitation frequency of the 

piezoelectric transmitters. Considering this rate and 12 chan-

nels, each receiving burst contains 12×6000 samples. Every 

second of the recordings are labeled by a certified sleep ex-

pert based on NPSG information recorded during the sleep 

time. More details on the transducers design and placement, 

data acquisition, patient selection and labeling process are 

discussed in [6, 7, 8]. In this work, experiments were per-

formed on 3 subjects with sufficient amount of normal and 

apneic events. Table I shows the total sleep duration and the 

calculated AHI index for each patient as well as the total 

time in which a patient suffers from apneic breathing.   

After pre-processing of the received signals, 13 dimen-

sional feature vectors are extracted from each of the 12 

channels for each burst. Features are selected such that they 

maximize discriminative information for OSA detection. In 

the next step, a small portion of the recorded data is used to 

train and validate different classifiers for each channel. 

These classifiers make an initial decision on every burst and 

finally, a finite state machine refines the classified labels.  

A.  Pre-processing 

At the pre-processing stage, all the signals from all chan-

nels are filtered by a band-pass FIR filter (  =150 KHz and 

  =1 MHz). Considering the ultrasound wave propagation 

time through patient’s neck which varies from person to per-

son, the first 63 µsec (1904 samples) in each burst is discard-

ed and the last 137 µsec (4096 samples) is preserved as the 

Region of Interest (ROI) for further processing. For future 

clinical studies and in order to save space and energy, the 

recorder system may start recording after a delay or after 

detecting appropriate changes in signal.  

B.  Feature Extraction 

A total of 13 features were extracted from the filtered ROI 

of each channel   for each burst   (  ) as follows (in all 

formulas,   is the length of the signal of interest):  

Energy related features: 

1- ROI Energy: The first feature is calculated by 

(1)      ∑ [    ]
  

     

2- ROI Peak: Maximum absolute value of the burst 

(2)         {|    |}  

3- High Energy Start Time: Energy for each 64-sample sub-

segment of every burst is calculated and the starting time 

for the sub-segment with the highest energy is selected as 

a feature.  

Mean Crossing Rate (MCR) related features: MCR for 

signal   is the number of times that   crosses its mean or 

(3)      
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where    ( ) is the sign function and    
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    is 

the average signal  . 

4- Rectified Burst MCR: Equation (3) when      

5- Envelope MCR: Envelope of each rectified burst is calcu-

lated by finding its peaks. Then, MCR is calculated over 

the envelope using equation (3).  

Spectrum related features  

6- Spectral Peak: Maximum intensity of the FFT absolute 

value of the burst in each channel. 

7- Strongest Frequency: The frequency where the peak in-

tensity (feature 6) occurs. 

Wavelet related features: The next 6 features are calculat-

ed by applying symmetrical discrete Meyer wavelet in 4 lev-

els. The high frequency component of the 4th level decom-

position (   ) is used for the following calculations.  

8-     Energy. 

9-     Sum of Absolute Values. 

10-      Total Variation: For channel   this measure is de-

fined as 

(4)         (    )  ∑ |               |
 
    

11-      Center of Mass: This feature is calculated by 

(5)       
∑   |    |
 
   

∑ |    |
 
   

 

12-      MCR:  MCR (equation (3)) is calculated over    .  

13-      Envelope Energy:     envelope is calculated and 

the energy of this signal is calculated. 

C.  Training Classifiers 

The next process is to design a classification framework to 

detect apnea in the received ultrasound signals. For this pur-

pose, all data labeled as non-normal are considered as apnea. 

Since the classification problem is only concerned with two 

classes (apnea, or normal breathing), Support Vector Ma-

chine (SVM) [9] with Radial Basis Function (RBF) kernel 

TABLE I. FULL NIGHT STATISTICS FOR THE 3 RECRUITED PATIENTS 

Patient 
Total Sleep 

Time 

Apnea 

Duration 

Number of  

Apneic Events 
AHI 

P-1 5:58' 3:25' 451 75.45 

P-2 6:59' 3:48' 561 80.11 

P-3 6:39' 3:12' 424 63.60 
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(with scaling factor  =1.5) is selected as the base method for 

classification. For each patient, classifiers are separately 

trained for each channel, i.e. 12 SVMs are trained using the 

13 dimensional feature vectors from the bursts recorded dur-

ing full night studies. Since in some periods of the captured 

data, the received signal intensity is not satisfactory, bursts 

with low energy signals in a majority of their channels are 

excluded from the training data. 500 normal and 500 apneic 

bursts are randomly selected for training (results in a total 

duration of 100 seconds of data from the full night study). In 

addition to training data, a set of bursts (500 normal and 500 

apneic) are selected to validate each classifier after training. 

The most discriminative RBF scaling factor ( =1.5) is de-

termined using validation data. Validation results are also 

used to assign a confidence level (weight) for each channel 

which is calculated by representing its classification effec-

tiveness, i.e. 

(6)    
 
 ⁄    (

  

    
)  

where    is the SVM recognition rate (duration of the cor-

rectly classified data to the total duration) of channel   on the 

validation data. These weights are then normalized and 

stored in the 12 dimensional vector   [           ]
  

which is later used to make the final decision on test signals. 

Table III shows the classifiers’weightscalculated for the 3 

subjects. It can be seen that some channels are associated 

with zero weight and this happens since during data record-

ing, thesechannelsdidn’t recordsignalswithanacceptable

energy level.  

D.  Classification 

For classification, full night study sequences of bursts are 

labeled as apnea or normal, using our classification method 

which consists of four main steps.  

Step A: SVM Classification of Bursts: At the first step, 

each individual channel of the recorded burst is classified 

into apnea (1) or normal (-1) by its corresponding SVM clas-

sifier. As a result, there would be a 12 dimensional classifi-

cation vector   {    } for every burst corresponding to 12 

channels of data. A label is assigned to burst   using 

(7)      ( )     (   )  {    } 

where   denotes the inner product operator. 

Step B: One Second Labeling: Every 10 bursts -which 

were classified in previous step- vote for one second of the 

recorded data to be labeled as apnea or normal. In the voting 

process, the majority vote is considered in one second of the 

data (10 votes) and incaseofatie,“apnea”is used. One sec-

ond window is selected based on the available annotation 

which is performed for every one second during sleep. 

Step C:  Finite State Machine: In this step, a Finite State 

Machine (FSM) [10] modifies the label assigned to one sec-

ond of the signal coming from the previous step. In this 

work, a state machine with four states is used. The states 

include Normal (N), Apnea (A), Possible Normal (PN), and 

Possible Apnea (PA). The transition from one state to anoth-

er is controlled by two constraints: The labeling decision on 

the one second period from step B and the allowed minimum 

duration constraints, TN and TA, imposed to consecutive 

normal and apnea events length, NL and AL, respectively. 

Whenever the classifier makes a decision change (from nor-

mal to apnea or vice versa), FSM prevents the detection sys-

tem from immediately switching to new state by transiting to 

temporary states (PN or PA) and remains  there until a min-

imum number of new states are detected. Figure 1 shows the 

block diagram of the proposed FSM. In this diagram, the 

statementontheleftsideof“:”checkstheconstraintsandif 

it is true,theaction(rightsideof“:”)wouldbeexecutedand

transition to a new state takes place.  

Step D: Refining FSM Temporary Labels: In the final step, 

an algorithm refines the labeling from step C such that all 

sequences of temporary labels (PN and PA) are replaced 

with permanent labels, N or A, depending on their last pre-

ceding burst labeled with N or A, respectively. In other 

words, whenever a temporary state (PN or PA) is reached, 

this step prevents the final labeling from changing until a 

permanent state is detected. 

III. RESULTS 

In the classification process, after multi-channel classifica-

tion and applying channel weights in burst level (Step A), 

every 10 consecutive bursts vote to label a one second period 

of the recorded signal (Step B). The one second labeled sig-

nal is then fed into the proposed FSM machine (Figure 1) 

with the parameters TN and TA equal to 4 and 2 seconds, re-

spectively. The FSM labels the data to 4 different states 

(Step C). Finally, a modified 2 states labeling is considered 

 
Figure 1. Finite State Machine (FSM) used for sequence labeling. 
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TABLE II. CALCULATED WEIGHTS FOR 12 CHANNELS’ SVMS FOR 

PATIENT 1~3. 

    CH. 
 

PAT.  

CH-1 CH-2 CH-3 CH-4 CH-5 CH-6 

CH-7 CH-8 CH-9 CH-10 CH-11 CH-12 

P-1 
0 0 0.07 0.12 0.14 0.15 

0.14 0 0.15 0.10 0.10 0 

P-2 
0.04 0 0.06 0.13 0.14 0.08 

0.13 0.04 0.13 0.05 0.07 0.07 

P-3 
0.06 0.07 0.07 0.07 0.06 0 

0.13 0.11 0.13 0.12 0.13 0 
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as the detection output (Step D). Figure 2 illustrates the out-

puts of different classification steps on a one minute period 

for patient 3, where labels A, N, PN and PA are associated 

with the diagram labels in Figure 1.  

Classification results of steps A, B and D are shown in 

Table III for the 3 subjects. Accuracy is the ratio of correct 

classification duration to the total sleep duration. Sensitivity 

is the ratio of total duration of the correctly classified apnea 

to the total duration of annotated apnea and specificity is the 

same measure for normal breathing. It is clearly seen that the 

best accuracy and sensitivity rates for all 3 subjects are 

achieved after applying step D. In step A, SVM classifiers 

analyze each burst individually which results in sensitivity 

rates in the range of 68%~70%. By applying burst voting in 

step B, these values increase to 75%~77% for all subjects. 

Finally, using FSM in steps C and D result in the best sensi-

tivity rates of 79%~83%. On the other hand, using FSM to 

modify the labels from step B degrades specificity rates 

while total accuracy increases similar to sensitivity. In the 

proposed system, parameters TN and TA can be used as a 

trade-off for Sensitivity/Specificity.  

IV. CONCLUSION 

In this paper, we propose an OSA detection method on 

multi-channel recorded signals of an ultrasonic device. This 

device may be initially used as a screening tool to determine 

which patients should undergo full NPSG studies and as a 

result, the overall diagnose and treatment costs may be re-

duced. The algorithm proposed in this paper employs tem-

poral, spectral and wavelet-based features of the received 

ultrasound waves in multiple channels. These features along 

with manual annotations are used to train a multi-classifier 

structure of SVMs which is then used for the initial classifi-

cation of the captured data sequence. Finally, a Finite State 

Machine updates the classified labels for a more robust OSA 

detection. Experimental results on clinical full night study 

data of three different SDB patients show the performance of 

the proposed algorithm in terms of accuracy, sensitivity and 

specificity. More specifically, the proposed method could 

detect apneic events within the range of 79%~83%. This 

work is a feasibility study on the effectiveness of ultrasound 

waves in detecting apneic events. Further improvements 

(both in hardware and algorithms) and more comparisons to 

other existing methods are necessary to achieve a practical 

OSA detection system. Specifically, both the system hard-

ware and algorithms may be improved for better detection 

and to work in a patient-independent and channel-

independent condition. More clinical full night studies also 

help to evaluate the overall system on different patients in 

terms of OSA severity (especially less severe cases) and 

body and health characteristics.  
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TABLE III. ACCURACY, SENSITIVITY AND SPECIFICITY OF THE 3 STEPS 

OF THE PROPOSED DETECTION METHOD ON 3 RECRUITED PATIENTS. 

Patient Step Accuracy Sensitivity Specificity 

P-1 

A 66.98% 69.89% 63.08% 

B 69.71% 75.20% 62.36% 

D 69.87% 79.09% 57.58% 

P-2 

A 68.28% 68.56% 67.95% 

B 72.68% 75.94% 68.78% 

D 72.89% 81.91% 62.12% 

P-3 

A 74.24% 70.06% 78.13% 

B 78.04% 77.14% 78.87% 

D 79.31% 83.66% 75.26% 

 
 

Figure 2. (a) ~ (d): Assigned labels in steps A~D in an OSA detection 

on one minute recording for Patient 3. 
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