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Abstract— In recent years, there has been increasing interest 

in the use of automatic computer-based systems for the 

detection of eye diseases such as glaucoma, age-related macular 

degeneration and diabetic retinopathy. However, in practice, 

retinal image quality is a big concern as automatic systems 

without consideration of degraded image quality will likely 

generate unreliable results. In this paper, an automatic retinal 

image quality assessment system (ARIES) is introduced to 

assess both image quality of the whole image and focal regions of 

interest. ARIES achieves 99.54% accuracy in distinguishing 

fundus images from other types of images through a retinal 

image identification step in a dataset of 35342 images. The 

system employs high level image quality measures (HIQM) to 

perform image quality assessment, and achieves areas under 

curve (AUCs) of 0.958 and 0.987 for whole image and optic disk 

region respectively in a testing dataset of 370 images. ARIES 

acts as a form of automatic quality control which ensures good 

quality images are used for processing, and can also be used to 

alert operators of poor quality images at the time of acquisition. 

I. INTRODUCTION 

Cataracts, glaucoma, age-related macular degeneration, 
diabetic retinopathy and pathological myopia are the major 
causes of blindness. Of these, vision lost in eye diseases such 
as glaucoma and AMD tends to be permanent and 
irrecoverable. Such permanent visual loss is caused by the 
damage and degeneration of retinal layer. Hence, the critical 
need to detect blinding eye diseases early and effectively in 
large populations has spurred the development of 
computer-aided tools in recent years.  
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Fig. 1: Fundus of eye (a); Poor-quality fundus images (b, c) 

 

Many detection methods are developed based on datasets 
of clean, filtered images. Due to the necessity of assessing the 
performance of the algorithms and techniques on disease and 
lesion detection, clean, sharp and clear images are often 
selected for technique development, training and testing. 
However, in practice, such clean high-quality images are often 
difficult to acquire due to imaging artefacts during image 
capturing. When such poor-quality images (Fig. 1b and 1c) are 
encountered by the automated analysis systems, the diagnosis 
results generated may not be reliable and leads to inaccuracy. 
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Moreover, it is difficult to restore such poor images to an 
improved state without artificial interpolations as they are 
obtained during the acquisition process as part of the imaging 
optics or disease pathologies rather than as a result of 
compression. Furthermore, many computer aided diagnosis 
(CAD) systems assess a specific region of interest in a fundus 
image, such as optic disk and macula (Fig. 1a). In addition, a 
poor quality image may not be necessarily made up of all poor 
quality focal regions. Thus, there remains a need to detect both 
poor quality images and poor quality focal regions at a 
pre-processing level for filtering out before use in any 
computer-aided detection method.  

There are a number of methods for image quality 
assessment and can be divided into full-reference and 
no-reference methods. Since full-reference methods are 
mainly used to compare the effects of image compression, we 
will focus on no-reference methods, in particular of ocular 
images. Examples of no-reference methods include 
distribution-based method [1], segmentation-based method 
[2], bag of words-based method [3] and, vessel and 
color-based method [4, 5]. However, these methods do not 
analyse the focal regions of interest. 

Hence, we proposed ARIES, Automated Retinal Interest 
Estimator System to automatically assess and control the 
quality of both full input images and focal region of interest 
(optic disk) as a pre-processing step before passing processed 
images for subsequent analysis. 

II. METHODS 

In ARIES, the quality of an input image is assessed in three 
steps, viz. retinal image identification, confirmation of 
non-retinal images and images quality assessment of retinal 
images, as illustrated in Fig. 2.  

 

Fig. 2: ARIES flowchart 

 

At the end of the processing, both full image quality score 
and focal region (optic disk) quality score will be given, to 
filter out low quality images or provide a warning of low 
confidence for further steps of processing. 
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A. Retinal Image Identification 

It is important to filter out irrelevant images in the 
computer aided diagnosis of ocular diseases. The proposed 
retinal image classification method utilizes a 
weakly-supervised learning approach by deciding whether an 
image exhibits certain characteristics with no segmentation of 
objects or manual selection of features. In the first step, the 
training images are represented using a bag of visual words 
representation. Next, a Support Vector Machine (SVM) 
classifier is trained using the extracted features and labels. 
Finally, the trained classifier can be applied to test on new 
images.  

B. Confirmation of Non-retinal Images 

In fundus images, artefacts, especially overexposure can 
affect the accuracy of the image classification in the previous 
step and often lead to wrong classification of fundus images 
into non-fundus types. Thus, a confirmation step is desirable 
to distinguish real non-fundus images and fundus images with 
artefacts. The identified fundus image with artefacts can be 
classified as poor quality fundus image directly or be fed to 
ARIES quality assessment step to assess focal regions. 

In order to reduce the misclassification rate, a confirmation 
method based on the structural similarity index (SSIM) [6] is 
introduced. SSIM is a full reference method for measuring the 
similarity between two images. However, SSIM is used in a 
different way in our proposed method. Instead of the full 
reference approach, a mean fundus image is generated from a 
set of fundus images as the reference image. Intuitively, 
non-fundus images such as scenery images and other ocular 
images should have low SSIMs. On the other hand, fundus 
images with artefacts should have high SSIMs. Therefore, 
overexposed fundus images can be identified and separated 
from non-fundus images. 

C. Image Quality Assessment of Retinal Images 

The image quality assessment step distinguishes between 
the high and poor quality retinal images as well as focal 
regions of the image. The first step for focal region image 
quality assessment is to detect the focal region of interest 
(ROI). Subsequently, high level image quality measures 
(HIQM) are extracted from the ROI image to form the feature 
space. Finally, a SVM classification is performed. The full 
image quality assessment process follows a similar flow 
except that the full image rather than ROI image is used to 
extract the HIQM features. In the followings, we will illustrate 
the process using the optic disk (OD) image. 

 Optic Disk ROI Detection 

We use the method described in [7] for OD 
localization. To detect the OD centre accurately based 
on intensity values, bright fringes are identified and 
removed. The fringes are extracted by locating a circle 
slightly smaller than the eyeball in the greyscale 
image and thresholded for high intensity pixels 
outside the circle. The centre of the OD is 
approximated by the centroid of the remaining bright 
pixels. The ROI is then defined as an image that is 
about twice the diameter of the normal OD.  

 HIQM Feature Extraction 

Instead of using low level image features that have 
extremely high dimensions, we propose to use high 
level image quality measures (HIQM) for its high 
relevance to the problem, low dimensionality and 
hence fast speed. There are three categories of HIQM 
features and they are summarized as follows: 

Contrast and Blur Features 

High level contrast and blurriness measures include 
the contrast ratio measurements, the blur measures, 
the intensity ranges, and saturation metrics. Contrast 
ratio is calculated as: 

                                                (1) 

where              is the mean intensity of all the 

pixels in channel j of the image I  in RGB color space, 
           is the standard deviation of all the pixel 

intensities, and j can be red channel r, green channel g, 
blue channel b and greyscale gs.    

Higher contrast ratios correspond to higher blurriness. 
It is intuitively true as blur images usually have small 
variance in intensity, which leads to a high contrast 
ratio.  Similar to contrast ratio, we also use the local 
contrast ratio on non-overlapping sub-windows of the 
image, which is defined as:  

      
     

    

 
                                    (2)  

where w is an N x N pixel window, and n is the total 
number of sub-windows. 

Blur metric (BM) [8] is based on the discrimination 
between different levels of blur perceptible on the 
same picture. This measure is robust in measuring 
focal blur and motion blur. Mathematically, it is 
obtained by comparing the intensity variations of the 
original image and its blurred version by a low-pass 
filter. 

Intensity ranges, including full intensity range (R), 
relative intensity range (RR) and interquartile range 
(IQR), are important metrics to measure the greyscale 
spread of images. Image with high quality or contrast 
usually has a larger intensity range compared to one 
with low quality. 

                                                    (3) 

     
               

       
                                       (4) 

                                                    (5) 

where I  is the array of all pixel intensities of a 
greyscale image,     and    are the 1

st
 and 3

rd
 quartile 

values. 

Saturation metrics include percentage of maximal 
(Pmax) and percentage of minimal (Pmin), measuring 
the proportions of pixels at the highest and the lowest 
intensity respectively. The former is useful to identify 
overexposed images; while the latter is able to identify 
underexposed images. 

Entropy Features 
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Entropy of an image can be used to represent the 
amount of information in it. It is calculated as: 

                                                   (6) 

where    is the probability that the difference between 
two adjacent pixels is equal to i.   

If an image is perfectly histogram equalized, the 
spread of greyscale values is at maximum i.e. image 
has maximum entropy. Conversely, the entropy for a 
binary image is very low as it has only two states. 
Entropy is zero if an image has flat-value pixels.  

For optic disk region of interest, a high quality image 
should contain clear structure of optic disk, optic cup 
and blood vessels, which corresponds to high entropy. 
On the other hand, a poor quality image without fine 
structural features has low entropy. 

Image Structure Features 

The optic disk region has a high density of blood 
vessels. Thus, blood vessel density (BVD) can be used 
as an important feature to distinguish low and high 
quality optic disk image. Fig. 3 illustrates the 
difference of detected vasculatures of two different 
images. Another important structure feature is the 
maximum edge length or edge spread (ES).  The edges 
of blood vessels and optic disk boundary are usually 
continuous for a high quality image, as is the 
maximum edge spread. To compute BVD and ES, we 
first detect blood vessels in the image using a fast 
bottom-hat filtering method. The bottom-hat filter is 
applied to the histogram equalized green channel 

image ( ) to obtain    . Subsequently, the blood 
vessel map M is determined by 

        
                
                

                             (7) 

After obtaining the vessel map, BVD can be obtained 
through 

    
          

       

   
                                    (8) 

where m and n represent the width and height of the 
image respectively.  

The edge spread is calculated as the maximum major 
axis length of all connected components in M divided 
by the diagonal length of the image. 

    
                

      
                                   (9) 

where   represents the major axis length of each 
connected component in M. 

    
 

Fig. 3: Blood vessel detection for a low quality image and a high 
quality image 

 Image Quality Classification and Assessment 

In the final step, support vector machine (SVM) is 
used to train the classifier. The SVM-based 
classification can be formulated as a quadratic 
programming problem with linear constraint: 
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where    is the training vector,    is the training label, 
  is the normal vector, b is the offset,    is the slack 
variable to implement soft margin, C is the penalty 
term and   is the kernel function. 

Instead of using binary classification results only from 
SVM, the outputs of the SVM decision function 
(decision value) are also used. We normalized the 
decision values to produce a retinal image quality 
score (RQS): 

                                      (11) 

where d represents the decision value, w and b are 
constant coefficients. RQS have values from 0 to 1, 
with higher value represents better image quality. 

III. RESULTS AND DISCUSSIONS 

A.  Datasets 

The proposed system is studied on images from a range of 
fundus image databases such as the Singapore Malay Eye 
Study (SiMES) [9], Singapore Chinese Eye Study (SCES) 
[10] and Blue Mountains Eye Study (BMES). A number of 
non-fundus image databases such as slit-lamp images, OCT 
images, Retcam images and scenery images are also used to 
test the retinal image identification. Images for subsequent 
quality assessments are from SiMES database. 

B. Fundus Image Identification 

The fundus image identification algorithm was trained on 

6200 images, including 2700 fundus images and 3500 

non-fundus images. It was tested on a batch of 35342 images, 

consisting of 23441 fundus images and 11902 non-funds 

images. The system achieves 99.54% accuracy in fundus and 

non-fundus image classification in the testing set. 

In the training stage, 2700 fundus images, 500 OCT 

images, 500 Retcam images, 500 slit-lamp images and 2000 

scenery images are randomly chosen as the training dataset. 

The rest of the images are used as the testing dataset. The 

summary of training and testing datasets, and experimental 

results is shown in Table 1. 

 
Table 1: Summary of experimental results for fundus image identification 
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C.  Fundus Image Quality Assessment 

 Full Image Assessment 

The algorithm was trained and tested on a database of 
740 images, in which 600 images of good quality and 
140 images are of poor quality. The main causes for 
poor quality images are existence of cataracts, uneven 
illumination and overexposure during taking. All 
images are of the dimension of 3072 x 2048 pixels. In 
the experiment setting, half of images are randomly 
chosen for training (300 good-quality images and 70 
poor-quality images) and the other half are used for 
testing.  

The algorithm can achieve a classification accuracy of 
94.3% and 91.6% for the training set and testing set 
respectively. In terms of full image quality score 
(fullRQS), the area under curve (AUC) of the receiver 
operating characteristic curve achieves 0.967 and 
0.958 respectively. 

For comparison purpose, we implemented a no 
reference quality metric (QV) based on blood vessel 
trees in the fundus image [5]. Tested on the same 
testing data set of 370 images, the QV metric achieves 
an AUC of 0.796. The ROC curves from both 
methods are shown in Fig. 5a. 

 Optic Disk ROI Assessment 

Focal region (ROI) quality assessment is the most 
unique feature of this work. For optic disk ROI quality 
assessment, the ROI images are extracted with a 
dimension of 800 x 800 pixels. The dataset used for 
this part is optic ROI images from the full image 
dataset, as it was selected according to the quality of 
optic disk region as well as the full image. The system 
achieves 95. 4% and 96.0% accuracy in the testing 
and training set respectively. 

The ARIES system also produces an OD quality score 
(odRQS) in the range of 0 to 1. A score that is close to 
1 represents a high quality image. On the other hand, a 
score that is close to 0 indicates a very low quality 
image. Fig. 4 shows images with different levels of 
image quality score. 

The QV metric is also implemented on the optic disk 
ROI images of the testing dataset, which achieves an 
AUC of 0.532. However, the proposed odRQS can 
achieve a better AUC of 0.987 (Fig. 5b). 

IV. CONCLUSION 

In this paper, we propose an image quality assessment 

system which can automatically distinguish retinal fundus 

images from non-fundus images and assess both full retinal 

image and the region of interest for key structures. 

Experimental results show that the system achieves a high 

accuracy in the retinal image identification step. In addition, 

the produced RQS measurement can effectively quantify the 

quality of both full image and focal region of interest. The 

proposed system will improve the reliability of existing 

retinal image processing systems, provide a way to control 

the input quality, as well as be a potential acquisition tool, 

through considering useful retinal interest regions or the 

whole image. 

   
 

Fig. 4: Optic disk interest image with odRQS of 0.30 (left), 0.66 
(middle) and 0.92(right) 

 

 
     (a)                                       (b)  

Fig. 5: (a) ROC curves of fullRQS (blue) and QV metric (green); (b) 
ROC curves of odRQS (blue) and QV metric (green)  
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