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Abstract-- Long-term recording of Electrocardiogram (ECG) 

signals plays an important role in health care systems for 

diagnostic and treatment purposes of heart diseases.  Clustering 

and classification of collecting data are essential parts for 

detecting concealed information of P-QRS-T waves in the long-

term ECG recording. Currently used algorithms do have their 

share of drawbacks: 1) clustering and classification cannot be 

done in real time; 2) they suffer from huge energy consumption 

and load of sampling. These drawbacks motivated us in 

developing novel optimized clustering algorithm which could 

easily scan large ECG datasets for establishing low power long-

term ECG recording. In this paper, we present an advanced K-

means clustering algorithm based on Compressed Sensing (CS) 

theory as a random sampling procedure. Then, two 

dimensionality reduction methods: Principal Component Analysis 

(PCA) and Linear Correlation Coefficient (LCC) followed by 

sorting the data using the K-Nearest Neighbours (K-NN) and 

Probabilistic Neural Network (PNN) classifiers are applied to the 

proposed algorithm. We show our algorithm based on PCA 

features in combination with K-NN classifier shows better 

performance than other methods. The proposed algorithm out-

performs existing algorithms by increasing 11% classification 

accuracy.  In addition, the proposed algorithm illustrates 

classification accuracy for K-NN and PNN classifiers, and a 

Receiver Operating Characteristics (ROC) area of 99.98%, 

99.83%, and 99.75% respectively. 
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I. INTRODUCTION 

Through enabling continuous and wireless long-term 

monitoring of ECG signals, they have the potential to 

achieve improved personalization and quality of care, 

increased ability of prevention and early diagnosis, and 

enhanced patient mobility and safety [1]. Long-term ECG 

monitoring shows redundancy between adjacent beats due to 

its quasi-periodic structure which implies a high fraction of 

common support between consecutive beats [2, 3]. The high 

fraction of common support demonstrates that long-term 

ECG monitoring is suitable for distributed CS theory. In this 

work, we present a novel clustering algorithm based on 

Compressed Sensing (CS) theory for large ECG datasets. 

The proposed algorithm is applied to five types of beats as: 

1) Normal Left Bundle Branch Block (LBBB); 2) Right 

Bundle Branch Block (RBBB); 3) Atrial Premature 

Contraction (APC); 4) Ventricular Premature Contraction 

(VPC); 5) Paced beats. The proposed algorithm is tested by 

the MIT-BIH arrhythmia database [4, 5] which includes 48 

signals with duration from 14 to 24 hours and total of 

668,486 heartbeats including 7707 ventricular ectopic beats,  
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90,580 non-ectopic, 2973 supra-ventricular-ectopic, 1784 

fusion, and 7050 unknown and paces beats. In this study, 

firstly, two dimensionality reduction approaches are applied 

to the input ECG dataset. Secondly, two classifier methods 

are applied independently to output of the proposed 

algorithm in order to extract the final classification results. 

The proposed algorithm has the following advantages: 1) 

Real-time clustering and classification; 2) provide a good 

starting point in designing low power wireless ECG systems 

which are commercially viable and could be easily fitted into 

current healthcare facilities, Electronic Health (EH) and 

Mobile Health (MH). We show our algorithm shows better 

performance based on PCA and K-NN methods than other 

methods. The structure of this paper is organized as follows: 

In Section II, a quick overview about the available methods 

in the simulation results is provided. Section III, presents our 

main contribution for establishing the state-of-the-art 

clustering algorithm based on CS theory and in Section ΙV, 

the simulation results are demonstrated. Conclusion is given 

in Section V and future works in Section VI. 

 

 . OVERVIEW OF EXISTING METHODS 

The following methods are applied to the proposed 

algorithm to provide classification features: 1) K-Means 

clustering algorithm aims to classify or to group out objects 

based on attributes or features into number of groups [6, 7]. 

The grouping is done by minimizing the sum of squares of 

distances between data and the corresponding cluster 

centroid; 2) K-NN method is a non-parametric learning 

algorithm and a statistics-based tool for classification [8, 9]. 

The similarity between two features is measured by the 

Euclidean distance between them, where decreasing distance 

indicates increasing similarity; 3) PNN classifier is an 

implementation of a statistical algorithm called kernel 

discriminant analysis [10, 11]. This approach maps any input 

pattern to a number of classifications and can be forced into 

a more general function approximation; 4) PCA is a linear 

dimensionality reduction method that reduces the 

dimensions of the feature coefficients [12, 13]. In addition,  

PCA is a reduction dimensionality approach to convert a set 

of observations in a dataset of interdependent with a large 

number of variables into a set of values of linearly 

uncorrelated parameters or Principal Components (PCs); 5) 

LCC as a dimensionality reduction method aims local 

normalization in Euclidean length [ 14, 15]. 

 

III. ADVANCED K-MEANS ALGORITHM 

  

CS theory is a mathematical framework in acquiring and 

recovering sparse signals with the help of an incoherent 
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projecting basis that provides insight into how a high 

resolution dataset can be inferred from a relatively small and 

random number of measurements using simple random 

linear process [16, 17]. Thus, rather than measuring each 

sample and then computing a compressed representation, CS 

suggests that we can measure a compressed representation 

directly [18]. For example, in our work a group of 10-

clusters of one recode could potentially be used to 

reconstruct a group of 100-clusters by projecting the desired 

high resolution clusters onto a set of low resolution of 

random measurements and then recovering a group of 100-

clusters through sparse signal reconstruction by solving an 

optimization problem. In this section, we present our 

contribution in establishing the state-of-the-art in clustering 

algorithm based on CS theory. The main purpose of K-

Means algorithm based on CS theory is to determine the 

optimal and minimal number of clusters. The compressed 

feature vector in M is obtained of original vector in N  

with M N and can be expressed as [18]: 
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where ,  ,  and S are random measurements matrix in M , 

orthogonal basis, and coefficients matrix in N respectively. 

The reconstruction process of feature vector is done by 

solving a
1 minimization  least-square problem as [19]: 
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where   is defined as a minimization constant. The process 

of updating random sensing matrix has a straight-forward 

solution, as it minimizes to find a rank-one approximation to 

the matrix of
KE as: 
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where jX is the thj row in the coefficient matrix. Therefore, 

the goal of the proposed algorithm is to find an optimal set 

of sparsity bases for each data point such that the sum of 

their reconstruction errors is minimized. The minimization 

rule to check the reconstruction error is defined as [19]: 
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where C andV  are cluster membership and reconstruction 

vector. This rule minimizes all possible zero coefficients 

of S for all data points of ECG dataset into K cluster. In 

addition, our algorithm consists of an iterative procedure to 

find out the minimum number of clusters. The minimization 

rule in (4) depends on two parameters, we fix value of the 

first parameter and minimize over the second value and then 

fixing value of the second while minimizing the first to 

converge when the minimization rule would be very small. 

The new value for C is found as: 
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After applying (5) to all datasets, we are able to find out 

minimum value in (4). The proposed algorithm is established 

on the following steps: 1) For a given , the compressed 

feature vector is generated after checking the reconstruction 

error ; 2) For a given value of K , the input dataset partitions 

into K clusters; 3) Iterate over all data vectors to determine 

clusters based on nearest subspace according to (5) ; 4) 

Compute the data vector’s contribution to the total residual 

by re-assignment of the input data vectors to their found 

clusters; 5) The algorithm is repeated by alternate 

applications of Steps 2 and 3 until convergence.  In each re-

assignment step, the new clusters become consistent and in 

ideal case of non-overlapping clusters, the data vector that 

belongs to one selected cluster gets more contribution to a 

given point’s residual. Thus, the other coefficients of data 

vector not belonging to this cluster are minimized in (4). 

Following is the pseudo-code of the proposed algorithm.    

                                     

Inputs: { : },  :N

i iX X X K  the number of 

clusters, :M the number of random linear 

measurements and : Random measurements 

matrix
( )  with 1j M N j    

Output: Optimal number of clusters 

1: Minimize
2

2 0
{ } subject to iY X X   

2: Compute KE  

3: While not satisfied
*

KE E    

4: Repeat until convergence 

5:end while  

6: 1j j    

7:Gererate compressed  vector { : }M

i iY Y Y    

8:Initialize cluster
(0)c and calculate total 

residual
(0)E   

9:Select
(0)

minE E with 1i    

10:while not converged Euclidean 

distance 0d   

11:Based on re-assignment process, 

determine the best cluster for each data 

vector 

12:Generate
( )ic based on base clusters  

13:Calclute total residual
(i)E based on 

nearest subspace of data vectors 

14:If
( ) ( 1)i ic c   end If 

15:Set 1i i    

16:end while 

17:
( 1)ic c    

 

While the existing K-Means approach applies mean 

calculations to evaluate the final clustering, the proposed 

algorithm generates the update dictionary by (5) in order to 

provide the optimal and minimum number of clusters.   

 

IV. SIMULATION RESULTS 

 

Our algorithms are applied to long-term ECG dataset in the 

MIT-BIH database, which contains six two-channel ECG 

signals sampled at 128 Hz per channel with 12 bit resolution, 

and one three-channel ECG signal sampled at 128 Hz per 
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channel with 10-bit resolution. The duration of the 48 

signals changes from 14 to 24 hours with total of 668,486 

heartbeats. The 300 samples around the R-peak (149 

samples before QRS peak and 150 samples after QRS peak 

and the QRS peak itself) is considered as a signal beat and as 

a window length which consists approximately one cycle of 

cardiac activity. The corresponding beats from insufficient 

samples from the first and last detected QRS complex are 

neglected. The ECG dataset after dimensionality reduction 

step, are applied to the proposed algorithm. Then, the output 

of the proposed algorithm is fed to K-NN and PNN as two 

important classifiers. Now, we test the proposed algorithm to 

two different ECG datasets which size 100 by 25 including 

100 heartbeats sampled at 25 features. We select the data 

features to 1st, 2nd, and 3rd principal components which 

include more the 99.28% of the dataset variance. Figure 1 

illustrates two datasets in a 3D plot using the existing K-

Means algorithm in combination with PCA and K-NN 

methods. Figure 2 demonstrates two datasets in a 3D plot 

with the proposed K-Means. It can be seen from the Fig. 2 

that the classification of the heartbeats in the selected 

datasets is clearly improved.  

 
Fig.1: Selected datasets with the existing algorithm 

 

 
Fig.2: Selected datasets with proposed algorithm 

 

The proposed algorithm confirms that the number of 

heartbeats can be clustered into a much smaller number of 

classes that is enough for reconstruction process. Table 1 

shows the overall results for sensitivity, specificity, 

accuracy, and Positive Predictive value (PPV). 

  
Table 1: Comparing between the proposed and existing algorithms 

Algorithm Sensitivity Specificity Accuracy  PPV 

Proposed  and 

PCA/K-NN 

99.92 98.22 99.98 99.02 

Existing  and 

PCA/K-NN 

87.23 86.22 88.97 86.12 

Proposed and 

LCC/PNN 

86.24 87.26 95.06 87.05 

Existing and 

LCC/PNN 

74.22 75.55 84.23 76.02 

Overall, the proposed algorithm shows over 99.98% of the 

time within the entire benchmark dataset. Figure 3 compares 

the excising and proposed algorithms versus of accuracy. 
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Fig. 3: Classification Accuracy 

It can be observed from Fig.3 that the existing clustering 

algorithm with PCA/K-NN provides less accuracy, and the 

proposed algorithm with PCA/K-NN provides highest 

accuracy. This ability allows increasing accuracy to 99.98% 

which means an increment of 11% for accuracy level 

comparing to the existing algorithm. ROC area is an 

important parameter to validate the quality of a classifier 

approach. ROC is a graphical curve which creates by 

plotting the true positives rate versus the false positive rate. 

Classification accuracy is measured by the area under the 

ROC curve. An area between 98 to 100 % represents perfect 

accuracy for classification approach. Table 2 compares ROC 

area between the existing K- Means algorithm and the 

proposed algorithm for two different types for reduction 

dimensionality and classification methods.  

 
Table 2: ROC Area 

Clustering Proposed Algorithm Existing Algorithm 

Reduction/Classifier PCA/K-

NN 

PCA/PNN PCA/K-

NN 

PCA/PNN 

ROC Area (%) 99.98 99.83 95.98 94.22 

 

Figure 3 demonstrates that our algorithm is capable to 

increase ROC area to 99.98%. It can be noted, the existing 

K-Means clustering algorithm provides less accuracy for 

ROC area, whereas the proposed algorithm provides highest 

accuracy for the same ROC area. This ability can increase 

the quality of classification in combination of PCA and K-

NN methods. It can be seen from Fig. 3, the proposed 

algorithm exhibits an increment of 10% for ROC area. The 

ability allows increasing the classification accuracy.  
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Also, our algorithm is tested for all possible value of spread 

parameter which uses in the  large ECG  dataset instead of 

standard deviation for the PNN classifier. Figure 4 compears 

spread parameter based on our algorithm in combination 

with PCA and PNN methodes. 
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Fig.4: Sperad Parameter 

Fig.4 confrims, that the proposed algorithm provides highest 

average accuracy at 0.7  and the corresponding accuracy 

is 99.98% while for the exsisting K-Means algorithm the 

coressponding accuracy is 97.57%. 
 

V. CONCLUSION 

Clustering and classification algorithms play an important 

role in long-term recording of ECG signals. The 

fundamental objective of this paper was to establish new K-

Means clustering algorithm based on CS theory. We have 

experimentally confirmed that our algorithm with a 

collaboration of PCA and K-NN as the dimensionality 

reduction and classification methods has demonstrated better 

performances than other methods. The proposed algorithm 

out-performed existing algorithms by increasing 11% 

classification accuracy in combination with PCA and K-NN 

methods in order to increase the classification speed. The 

proposed algorithm in combination with PCC and K-NN has 

achieved the following advantages: 1) 99.98% accuracy; 2) 

99.98% ROC area; 3) 99.92% sensitivity. In addition, our 

algorithm in combination with PCA and PNN methods has 

demonstrated the following advantages: 1) high average 

accuracy for PNN classifier at .7  ; 2) 99.22% PPV; 3) 

98.22% sensitivity. The benefit of using our algorithm can 

be divided into two areas. One area is to improve the wired 

ECG systems to wireless ECG. The second area of benefits 

emphasizes within increasing the efficiently of treatment for 

heat diseases.  

 

VI. FUTURE WORKS 

 

We would like to extend the capabilities of the proposed 

algorithm to other types of classification and dimensionality 

reduction methods.  
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