
 

  

Abstract—For the dynamic classification of motor imagery 
mind states in the brain-computer interface (BCI), we propose 
a power projection based feature extraction method to classify 
the electroencephalogram (EEG) signals by combining 
information accumulative posterior Bayesian approach. This 
method improves the classification accuracy by maximizing the 
average projection energy difference of the two types of signals. 
The experimental results on two BCI competition datasets show 
that the classification accuracy is about 90%. The results of the 
classification accuracy and mutual information demonstrate 
the effectiveness of this method. 

I. INTRODUCTION 

A brain-computer interface (BCI) [1] is a system capable 
of utilizing the brain's electrical signals for direct 
communication with a computer system, without reliance on 
the usual neuromuscular pathways. It has been widely used in 
many fields, such as neurological rehabilitation projects, 
games, military, brain cognitive, and so on [2].  

Many studies have shown that when the subject imagines 
limb movement, specific frequency components of 
electroencephalogram (EEG) such as the mu (8-13Hz) and 
central beta (14-22Hz) rhythms are (de)synchronized over the 
contralateral (ipsilateral) sensorimotor area [3-5]. This 
phenomenon is called event-related desynchronization/ 
synchronization (ERD/ERS). The motor imagery EEG is 
widely applied in BCI system because it is only generated by 
movement imagination does not depend on any sensory 
stimulation. Since 1992, Pfurtscheller’s team has designed a 
motor imagery-based BCI to control the cursor movement [6, 
7]. 

The critical challenge of BCI technology is to classify the 
brain signals and mental tasks accurately. However, the EEG 
recorded from the scalp has the characteristics of low 
strength, low SNR (signal noise ratio), and the EEG 
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difference under different mental tasks is not significant. 
Therefore, various pattern recognition algorithms were used 
in BCI system to extract and classify EEG features. 
Currently, feature extraction for discrimination of left and 
right hand motor imagery EEG is usually based on EEG band 
power (BP). For example, autoregression (AR) model [8], 
discrete Fourier Transformation (DFT) [9] and wavelet 
transforms (WT) [10] have been used to extract EEG features 
for classification. In these methods, the characteristic bands 
are selected by experience. However, the experiments show 
that the phenomenon of ERD/ERS varies among individuals. 
Consequently, it’s difficult to achieve the best classification 
results by adopting fixed bands. 

In this paper, we propose a power projection (PP) based 
feature extraction method to classify the EEG signals by 
combining information accumulative posterior Bayesian 
approach. This method improves the classification accuracy 
by maximizing the average projection energy difference of 
the two different signal classes (right hand motor imagery 
EEG and left hand motor imagery EEG). We test our method 
on BCI Competition 2003 Dataset III and BCI Competition 
2005 Dataset IIIb. Comparing with the traditional feature 
extraction methods such as DFT and WT, it has higher 
classification accuracies for all the subjects. 

The rest of this article is organized as follows: Section II 
describes the PP method; Section III describes Bayesian 
posterior accumulative classification approach to classify 
feature vectors. Section IV presents our experimental results, 
and Section V gives concluding remarks. 

II. PP FEATURE EXTRACTION 

In this section, we introduce the PP method for feature 
extraction. Let cM N

cX R ×∈ be the training dataset from a 
channel 3C  or 4C [11], where M denotes the sampling 

points, cN denotes the number of trials and { , }c L R=  
denotes the left or right hand motor imagery tasks.  

Let MR∈u be the projection basis which has 1=u . 
The projection power of signal , 1, 2, ,cj cx j N= on u  is 

 2( ) .T
cj cje x= ⋅ u  (1) 

The mean projection power ce of two training sets on u  
can be calculated as follow 

 TT T
c c c c ce N= ⋅ ⋅ ⋅ = ⋅ ⋅u X X u u R u  , (2) 
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where T
c c c cN= ⋅R X X is the autocorrelation matrix and it 

is usually positive definite. Then the ratio of mean projection 
power ( )F u  can be obtained 

 ( )
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T .L L
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e
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e
⋅ ⋅

= =
⋅ ⋅

u R uu
u R u

  (3) 

By maximizing and minimizing ( )F u to be maxF and minF , 
the corresponding eigenvectors maxu  and minu are the 
required bases pair. The optimization of (3) could be solved 
by taking a generalized eigenvalue decomposition method, 

 .L R⋅ = ⋅ ⋅R U R U Λ   (4) 

After contract diagonalization byU , the LR  and RR  in (4) 
turn to, 
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where 1−= ⋅v U u . Obviously, the following expressions can 
be obtained by 
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After obtaining two projection base pairs from electrodes 
C3 and C4, the projection power for the two electrodes are 
then stacked together into the 2-dimensional feature vector 
according to (1)  

 [ ]T
3 4, .c ce e=z   (8) 

In order to use the Bayesian posterior classification, the 
distribution of feature vectors should be obtained. Based on 
the Gaussian distribution assumption, the mean vector cμ  
and covariance matrix cS  are expressed as 
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The probability density function (PDF) is  
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III. BAYESIAN POSTERIOR ACCUMULATIVE CLASSIFICATION 
APPROACH 

Bayesian posterior accumulative classification approach 
is used to classify two classes of motor imagery EEG signals. 
To realize sequential prediction, each trial is divided into 
certain number of segments. The feature vectors for each 
segment are computed with the PP method. The distribution 
of eigenvectors is expressed by ( ) , 1, 2, ,cif i D=z , where
D is the total number of segments. The Bayesian posterior 
probability ( )| ii

p c z  for a single segment is  

 ( ) ( )
( ) ( ) { }| , , .ci i

i i
Li i Ri i

f
p c c L R

f f
= ∈

+
z

z
z z

  (11) 

In order to derive the online classification at the 0
thd  

segment, we incorporate knowledge from all preceding time 
segment 0d d D< ≤ , leading to an evidence accumulation 
over time about the binary decision process. The temporal 
combination is then realized by taking the expectation of the 
class probabilities from (10) with respect to the 
discriminative power ik  at each segment, 
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The discriminative power is estimated by using the 
Chernoff bound on the Bayes classification error,  

 1

0 1

1 1 min ( ) ( )d .
2

i i

i
i Li Rik f fβ β

β

−

≤ ≤

⎡ ⎤= ⋅ − ⋅⎢ ⎥⎣ ⎦∫ z z z   (13) 

Since the proposed method is based on the Gaussian 
assumption, the Chernoff bound can be easily estimated at 
each segment during a trial. Finally, the discriminative power

ik  between the two distributions can be approximated by 
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Let
0 0
( | , , , ) ( | , , , )diff d dp p L p R= −

0 01 2 d 1 2 dz z z z z z , 
the final decision of this segment is 
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  (15) 

where 0.5 reflects the confidence degree. 

IV. EXPERIMENTAL DATA AND RESULTS 

To evaluate the performance of our method, we tested it 
on the four subjects EEG data from BCI Competition data.  
The task performed was based on left and right hand motor 
imagination. 

1) Dataset III from BCI competition II [12]: contains EEG 
data from one subject (S2003). The data were recorded from 
three channels (C3, Cz and C4) and sampled at 128Hz. The 
data consist of 140 labeled and 140 unlabeled trials with an 
equal number of left and right hand trials. Each trial has a 
duration of 9s, where a visual cue (arrow) is presented 
pointing to the left or the right after 3s preparation period 
followed by a 6s motor imagery (MI) task.  

2) Dataset IIIb from BCI competition III [13]: contains 
EEG data from three subjects. The data were recorded from 
two bipolar channels (C3, C4) and sampled at 125Hz. A 
training and testing set were available for each subject. 
Except for the subject O3 has only just 320 trials for each set, 
the subject S4 and X11 contain 540 labeled and 540 
unlabeled trials. Every trial has duration of 7s: after a 3s 
preparation period, a visual cue is presented for 1s, 
indicating the requested motor intention. This is followed by 
another 3s for the imagination task.  

We compared the proposed PP feature extraction method 
with two popular algorithms, DFT and WT, on these two 
datasets. In this study, the window length of the projection 
base is set to be 1s. The time-domain waveforms of the 
optimal projection base pairs of the two electrodes for the 
subject S2003 are shown in Fig. 1(a) and Fig. 1(b). The solid 
line and the dashed line represent a pair of complementary 
projection bases with / 2π phase difference. The 
corresponding frequency spectrums are shown in Fig. 1(c) 
and Fig. 1(d). From this figure, we can see the characteristics 
of the projection bases in time domain are very similar to 
sine/cosine signals, and the spectral features are similar to 
wavelet base. The spectrograms show that the band-pass 
characteristics of the projection bases dominate in the μ 
rhythm. 

 
Figure 1.  The adaptive projection base of subject S2003. (a) waveform of 

C3; (b) waveform of C4; (c) spectrum of C3; (d) spectrum of C4. 

The time-varied average projection power for subject 
S2003 during imagined movement of the right (red line) and 
left hand (blue line) for the C3 and C4 electrodes are 
displayed in Fig. 2. Starting with cue presentation (t=3s), 
subject S2003 displayed a transient contralateral 
desynchronization and an ipsilateral synchronization.  

 
Figure 2.  The time-varied projection power of subject S2003during 

imagined movement of the right (red line) and left hand (blue line) for the 
C3 and C4 electrodes.  

The time courses of discriminative power and 
accumulative process of classification information for S2003 
are shown in Fig. 3. Fig. 3(a) shows that the discriminative 
power increases significantly from 4s and reach the peak at 
5s then fall gradually. Therefore, the discriminative power 
enhances the effect of the information at the mid trial and 
decreases the impact of information at the beginning and end 
of the trial. The accumulative process of classification 
information also illustrates this phenomenon. Fig. 3(b) 
shows that the Bayesian posterior accumulative 
classification approach gains information due to the 
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integration process from 4s. The cumulative Bayesian 
posterior probabilities will reach to extrema at around 5s, 
indicating a peak decision confidence at this time. However, 
the accumulative information will fall down at the end of 
trial. The result shows that the effective control takes place 
during the middle of a trial. 

The classification accuracy (ACC) and mutual 
information (MI) of these methods are listed in Table I, 
where Avg. denotes the averaged indexes over all four 
subjects. The results of WT are derived from Lemm’s 
method which won the BCI competition 2003 and 2005 for 
motor imagery dataset.  From Table I, we can see that the 
proposed method outperforms all other methods on every 
subject consistently. Compared with Lemm’s method, the 
average MI of our method increased 11%, from 0.577 to 
0.642 bit. 

 
Figure 3.  The time courses of average discriminative power and the 
average accumulative process of classification information for subject 

S2003. (a) discriminative power; (b) the average accumulative process of 
classification information. 

TABLE I.  A COMPARISON OF ACC AND MI FOR THREE METHODS 

Methods subjects ACC (%) MI(B) 

DFT 

S2003 92.1 0.612 

O3 91.1 0.568 
S4 74.1 0.175 

X11 81.3 0.308 
Avg. 84.7 0.416 

WT 

S2003 89.3 0.610 

O3 89.3 0.602 
S4 88.5 0.608 

X11 83.3 0.486 
Avg. 87.6 0.577 

PP 

S2003 93.2 0.643 

O3 95.2 0.724 
S4 89.7 0.621 

X11 91.5 0.579 
Avg. 92.4 0.642 

 

V. CONCLUSION 

In this paper, we propose a power projection based 
feature extraction method to classify the EEG signals by 
combining information accumulative posterior Bayesian 
approach. This method improves the classification accuracy 
by maximizing the average projection energy difference of 
the two types of signals. The results show that the method 
could effectively improve the performance of BCI system 
and have good practicability. 
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