
  

  

Abstract— we address the problem of unsupervised band 
reduction in multispectral imagery. We propose to use a new 
hybridization of dimensionality reduction method by 
combining two categories of bands selection method with 
projection method and apply it to multispectral data. The 
algorithm employs the concepts of fuzziness and belongingness 
(Fuzzy K-means) to provide a better and more adaptive 
clustering process. However, the Fuzzy hybridized algorithm is 
applicable to medical imagery. A cluster validity function 
associated with Bezdek’s partition coefficient is employed for 
evaluation of the dimension reduction's performance for this 
multispectral data. Experiments conducted in this paper 
confirm the feasibility of the new hybridization for 
multispectral dimensionality reduction and shows the potential 
of the proposed approach. 

I. INTRODUCTION 
   Multispectral imaging has become an active research topic 
in recent years due to its wide-spread applications in areas 
such as resource management, agriculture, mineral 
exploration and environmental monitoring, with the number 
of channels in the hundreds instead of in the tens, 
multispectral imagery possesses much richer spectral 
information [1]. This paper addresses the problem of band 
reduction in multispectral imagery. One problem comes 
from the high dimensionality of multispectral data which is 
often an obstacle for data of dimension reduction and 
interpretation, since there are generally not enough samples 
to fill the hyperspace spanned by the large set of variables 
and thus to infer some structure within the data.  
  Mathematically, given n points ࢞, … ,  in a high ࢞
dimensional subspace of  जࡰ the goal of dimensionality 
reduction is to find a mapping: F:  जࡰ ื   ज࢟ ,ࢊ= F (࢞) 
Where, i=1… n and d is the dimensionality of the 
embedding space(d<D). Several approaches exist for 
dimensionality reduction in multispectral data and can be 
split into two major groups. The first group relates to 
transformation-based approaches. Such methods aim at 
projecting the original data set onto adequate subspaces, 
chosen for their relevance to explain the data. This group 
includes not only linear methods are presented in 
[3,5,6,7],but also nonlinear techniques in [8, 9, 10, 11, 12, 
13, 14, 15 and 16]. These methods, when applied to 
multispectral data, suffer from a lack of “explainability” 
from a physical point of view since, generally, the original 
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spectral information is not preserved in the local/global 
geometrical structure on reduced data volumes. The second 
group includes feature-selection based approaches. Most of 
them require knowledge of the ground truth. Some methods 
use either entropy or mutual information [17, 22] and the 
spectral information divergence for Ward’s linkage strategy 
using divergence (WaLuDi) [23], to derive appropriate band 
selection criteria. Only few of these approaches are partially 
unsupervised [18, 19] or totally unsupervised [20]. Affinity 
Propagation (AP) is a clustering algorithm that identifies a 
set of ’’exemplars’’ that represents the dataset [24], but the 
algorithm needs the initial similarity as a parameter. In [29], 
BandClust is a commonly used feature selection reduction 
method, it was found to provide encouraging results on real 
multispectral data in terms of overall classification accuracy 
. 
  We made a comparative study of non-parametric and 
unsupervised techniques for dimensionality reduction [27]. 
Numerous criterions where applied on artificial data while 
distinguishing similarity and stability evaluation criterions 
[25, 26]. We can ascertain the following points from this 
work. First, we classify in three categories projection 
reduction techniques as well as spectral Band selection 
techniques. Secondly, this study proposes a hybridization of 
BandClust/MDS which has permitted very encouraging 
results on the stability and similarity of reduced artificial 
data sets [25, 26]. This hybridization has the advantage of 
combining two relatively simple algorithmic-wise methods, 
and to conserve rare and static information as well as 
minimizing spectral redundancy [25].  
   In this paper, we propose an unsupervised approach to 
band reduction for multispectral images named Feature 
Extraction Using PCA with Fuzzy K-Means Clustering. It 
consists in splitting the initial range of spectral into disjoint 
clusters of bands, and minimizes the similarity of each class 
between the bands spectral in a reduced space. 
   In section II, we describe the proposed method. We define 
the data used and also discuss the type of analyses applied to 
test the capability of the proposed algorithm in section III. 
Describe performed experiments and obtained result 
obtained on multispectral data sets in section IV. We 
conclude and give some perspectives of this work in Section 
V. 

II. PROPOSED METHOD 
   As original fuzzy-K-means Clustering algorithm often 
does not work well to reduce the high dimension, hence, to 
improve the efficiency, we proposed to hybridize PCA on 
clustering datasets, to obtain a reduced datasets containing 
possibly uncorrelated variables. The proposed model is 
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illustrated in Figure 1. The algorithm is composed of the 
following steps:  

1. Input datas X= ( ଵܺ, ܺଶ,. . , ܺ , . . , ܺ)// ܺ=(ݔଵ, ݔଶ,.., ݔ) of i spectral bands for i=1,..,n. 
2. Apply the Fuzzy k–means Clustering Algorithm for 

the original dataset X= ( ଵܺ, ܺଶ, . . , ܺ , . . , ܺ)   ܺ=(ݔଵ, ݔଶ,.., ݔ) of i spectral bands for i=1,..,n. 
Thus, points on the edge of a cluster may be in the 
cluster to a lesser degree than points in the center of 
cluster. For each point x we have a coefficient 
giving the degree of being in the kth cluster uk(x). 
Finally, this algorithm aims at minimizing an 
objective function ,   the sum of those coefficients 
is defined by  

FKM(X, C)=∑ ∑  ୀଵୀଵݑ ቛݔሺሻ െ ܿቛଶ
     (1) 

Where  x  ∑ ሻ௨ ௨௦௧௦ୀଵݔሺݑ  =1.   
With fuzzy k-means, the centroids of a cluster are 
the mean of all points, weighted by their degree of 
belonging to the cluster:  

Center k = 
∑ ௨ೖሺ௫ሻ௫∑ೣ ௨ೖሺ௫ሻೣ                            (2) 

 

 
 

Figure.1. Feature Extraction by PCA with Fuzzy K-means Clustering. 
 
The degree of belonging is related to the inverse of the 
distance to the cluster center: ݑሺݔሻ= ଵௗሺୡୣ୬୲ୣ୰ౡ,୶ሻ when 
thecoefficients are normalized and fuzzy –fied with a real 
parameter m > 1 so that their sum is 1. So  ݑሺݔሻ= ଵ∑ ቆ൫ౙ౪౨ౡ,౮൯ቀౙ౪౨ౠ,౮ቁቇమ ౣషభൗౠ                                         (3) 

3. In step three, to validate and assess the quality of 
classifications, we applied the Partition Coefficient 
(F) [30,31] commonly used in the multispectral 
imaging. The index of validity studied is calculated 
from the membership degrees and centers of classes 
estimated by FCM defined by for each pair (k, m) argmax ሼFሺKሻሽ Kאሼଶ,..,୬ିଵሽ, where 

F (K) =ଵ ∑ ∑ ሺݑሻଶୀଵୀଵ                           (4) 

If the value of validity index is smaller than a 
threshold determined, then the algorithm FKM is 
reapplied to increase one class. On the other hand, 
if the value of coefficient partition (F) is higher 
than a threshold fixed, then we go to the final step 
in the reduction by projection method Principal 
component analysis. 

4. Finally, we apply the PCA to each class bands, to 
obtain a representative spectral band of each class. 

III. EXPERIMENTAL ACTIVITIES 
This section, we provide the experimental using a medical 
image. These multispectral bio-images are obtained from a 
high throughput Liquid Crystal Tunable Filter which allows 
the capture of 33 spectral bands between 500 nm and 650 
nm with a 4.5454 nm stepwise between each successive 
band. 

 
Figure.2. Carcinoma type of abnormally colon cells 

 
  Therefore, there are 33 sequential bands images for each 
type of malignant cancer grades in our work we applied on 
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cancer cells of Carcinoma type “Ca” for different 
frequencies or wavelength between 500 and 650 nm as 
illustrate in figure 2. This type of medical image is texture 
multispectral images [28] where we used medium objective 
magnification (X25). 
Ca*: abnormal tissue development corresponding to cancer. 
 X25*:  mean zoom to 25 from optical microscopy.  

IV. RESULTS DISCUSSION 
   In this section, these criteria are directly derived from 
classical statistical measures. Every value is individually 
considered according to the spatial and dimensions spectral. 
The multispectral image is represented as a three-
dimensional matrix ࡵሺ࢞, ,࢟  ሻ, with x is the position of theࣅ
pixel in the line; y is the number of the line and ࣅ the 
considered spectral band. ࢞, ,࢟  Are respectively the ࣅ
number of pixels per line, the number of lines and the 
number of spectral bands.       
   In the previous sections, we evaluated the proposed 
hybridization algorithm on multispectral data sets with 33 
spectral bands having 7 attributes as shown in figure3. The 
result has been shown in the table I, obtained for the tested 
unsupervised criteria presented above of the NCC, SC and 
MAE. In the following, we present a performance obtained 
from simulations by preserving the information’s quantity 
structure of the original data. 

A. Structural content (SC): 
  SC is the ratio of Power Spectral Density (PSD) of the two 
images (image reduced ۷ሚሺܠ, ,ܡ ૃሻ on the reference image I(x, 
y, λ)) presented in [32] and is defined as  

                       SC= 
                                                      (5)ࡵࣆାࡵ࣌෨ࡵࣆ෨ାࡵ࣌

And multispectral images:  SC =  ∑ ሾࡵ෨ሺࣅ,࢟,࢞ሻሿࣅ,࢟,࢞ ∑ ሾࡵሺࣅ,࢟,࢞ሻሿࣅ,࢟,࢞                                   

B. Normalized Cross-Correlation (NCC): 
 The Normalized Cross-Correlation (NCC) is mentioned in 
[31] as those proposing to use fidelity.   

NCC=
∑ ∑ ࣅ,࢟,࢞ሻࣅ,࢟,࢞෨ሺࡵሻࣅ,࢟,࢞ሺࡵ ሾࡵሺࣅ,࢟,࢞ሻሿࣅ,࢟,࢞                                                  (6) 

 The closer the value of NCC is to 1, the better it is. 
   For the multispectral images, the proposed algorithm 
performed on multispectral data and the number of retained 
bands corresponding to the highest of similarity index value 
of structural content (93.57%). However, which attains its 
maximum value for the Normalized Cross Correlation 
(98.77%), as well as the results obtained using all the bands 
of the original datasets. This fact reveals the total 
performance on the quantities of data stored by this set of the 
hybrid method. On the other hand, the criterion of NCC and 
SC reflects the potential of a reduction method to preserve 
the geometrical structure of the information, when the ratio 
of information value is nearest to the unit. 

C.  Mean Absolute Error (MAE) based on  : 
In statistics, the mean absolute error is a quantity used to 

measure how close forecasts or predictions are to the 
eventual outcomes. MAE is given by:                      

MAE(۷, ۷ሚ) = ૃܖܡܖܠܖ ∑ ห۷ሺܠ, ,ܡ ૃሻ െ ۷ሚሺܠ, ,ܡ ૃሻหܡ,ܠ,ૃ          (7) 

D. Mean Squared Error(MSE) based on : 
The MSE of an estimator is one of many ways to quantify 
the difference between values implied by an estimator and 
the true values of the quantity being estimated.   

   MSE(ࡵ, ࣅ࢟࢞෨)  = ࡵ ∑ ቀࡵሺ࢞, ,࢟ ሻࣅ െ ,࢞෨ሺࡵ ,࢟ ࣅ,࢟,࢞ሻቁࣅ       (8)                         

E. Maximum Absolute Distortion (MAD) 
This criterion used by Motta ஶ[34], the error bound 

over the entire image reduced by the reference ࡵሺ࢞, ,࢟  ሻ andࣅ
reducedࡵ෨ሺ࢞, ,࢟  .ሻࣅ
MAD=ஶ൫ࡵ െ ෨൯ࡵ ൌ ,࢞ሺࡵሼหࣅ,࢟,࢞࢞ࢇ ,࢟ ሻࣅ െ ,࢞෨ሺࡵ ,࢟  ሻหሽ   (9)ࣅ

   This criterion reflects the potential of a reduction method 
to preserve information, of which the distance is the most 
distant of the value of average information. The hybridized 
algorithm stopped with an optimal number of 7 selected 
bands and a corresponding (72.84%) of mean absolute error, 
the maximum value for mean quadratic error(78.32 %) is 
attained by Fuzzy k means with PCA, and the highest 
provides Max absolute (83.63%). Thus, these three criteria 
(MAE, MSE and MQE) tested on the hybridized algorithm 
reflects a good performance to preserve the geometrical 
structure on reduced data volumes. 
In the interval above, represented by the classification order 
of 33 spectral bands. Classification:  [2 1 3 5 5 6 6 4 6 6 4 6 
6 4 6 4 6 6 4 7 7 7 7 7 7 7 7 5 7 5 7 7 7] 

 
Figure.3. 7 bands reduced of Abnormally colon cells 

TABLE I.  THE VARIOUS REDUCTION METHOD OF HYBRIDIZATION 
USED, IN ORDER TO CATEGORIZE WITH NCC, SC, RATE MAE, RATE MQE , 
RATE MAD ON MULTISPECTRAL  BIOLOGICAL IMAGES DATA.  

MeanAbs 72.84 % 

MeanQuad 78.32 % 

MaxAbs 82.44 % 

StrucContent 93.57 % 

NormCC 98.77% 
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II. CONCLUSION AND PERSPECTIVES 
   The growth of high dimensional data creates a need of 
dimensionality reduction techniques to transform the data 
into a smaller, more manageable set which can be easily 
visualized. In this study, we have proposed a new approach 
for multispectral dimension reduction. This approach is 
unsupervised; i.e does not require either ground truth data or 
said number of retained bands. This hybridization method is 
very easily implementable and was found to provide 
encouraging results on real multispectral data.  In general, 
the hybridized algorithm has several benefits: First, it does 
not require any ground truth knowledge; second, it 
automatically provides an estimate of the optimal number of 
bands for further classification purposes; third, it preserves 
the physical meaning of the multispectral data, which is 
useful in a band specification procedure for a given 
application. Finally, it is easy to implement. Future work can 
benefit by using the validity index of Bezdek’s and thus, 
extend the applicability of dimensionality reduction 
techniques for hyperspectral data in comparison with the 
methods of classic projection.  
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