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Abstract— Current bionic eye hardware implants have lim-
ited number of separately perceivable electrodes. This chal-
lenges the processing algorithms for the visualization unit in
bionic eye. Therefore, it is important to ensure that the critical
information must remain perceivable in downsampled images.
Since the main goal for any bionic eye device is for interaction
in the user’s everyday life, the location of human subjects is
one of the important sources, and detecting humans in natural
scenes becomes fundamental in the process of extracting critical
visual information.

This paper presents an approach to localizing human sub-
jects using a filtering approach. Filtering is one of the most
efficient approaches for processing images. In addition, it is
very safe in biomedical devices because the behaviour of a
filter is well understood. Thus it is easier to pass the regulatory
authorities. Our goal is to automatically generate a set of
filters, each of which describes a representative pose of human
bodies. This is achieved by grouping visual features from
images directly. In this process, we use Support Vector Machine
followed by an efficient post-processing procedure. Then, these
filters naturally define human bodies in a fine granularity for
effective image processing. Experiments on a large number of
images suggest our approach is practical for bionic eye.

I. INTRODUCTION

In recent years, a number of algorithms have been devel-
oped for displaying visual information for bionic eye world
wide. These algorithms in the visual processing unit aim
at providing assistive modules based on computer vision
techniques. Ground plane segmentation [1], saliency [2], and
just noticeable difference [3] have demonstrated effective
assistance for individuals with vision impairment.

The primary goal in all visual processing modules is to
visualize critical information in real world using a low reso-
lution display device. Current hardwares for prosthetic vision
have both limited dynamic range and levels of separately
perceivable brightness [4]. This means information may be
lost during downsampling. Therefore, visual processing unit
must be properly designed to ensure that critical information
must remain perceivable.

Thus, the concept of “importance maps” serves as an
important concept in bionic eye. For instance, objects of
interest must be given higher priorities to be perceivable, in
order to improve the user experience. This essentially means
a visual unit must be able to detect these objects such that
any augmented reality device can display these regions of
interest properly.
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Fig. 1. A humans in an indoor environment and the ideal detection (center
of the upper body) in visual processing units for bionic eye.

Since the main goal for any bionic eye device is for
interaction in the user’s everyday life, the location of the
surrounding human subjects is one of the important sources,
and detecting humans in natural scenes becomes fundamental
in the process of extracting critical visual information.

Fig. 1 presents this idea. The input of a visual processing
unit is usually obtained from standard video stream. The
unit must be able to detect the human locations (e.g., “upper
body” in this example), and visualizing them in a lower
resolution device. In this example, we use 30 × 30 because
it is a reasonable configuration in the near future. Once
detected, other visualization algorithms may either highlight
the region automatically, or the user can have an option for
manually zooming in.

In this paper, we present an approach to localizing human
subjects using a filtering approach. Filtering refers to a linear
operation that performs convolution on a pixelized discrete
digital image to retrieve important information. This is one
of the most efficient approach for processing images. In
addition, any processing based on simple filtering is safe
for biomedical devices because the behavior of filters can be
analyzed quantitatively and qualitatively. Thus it is easier to
pass the regulatory authorities, such as the Food and Drug
Administration (FDA).

Our goal is to automatically generate a set of filters for
detecting humans of various poses in everyday life. Each
filter may be regarded as a description of a representative
pose of human bodies. This is achieved by grouping visual
features from images directly. In this so called “clustering”
process, we use an effective pattern recognition and machine
learning method called Support Vector Machine to initialize
the grouping, and then we adopt an efficient post-processing
to select the best filters.
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Due to the articulated nature of human body, we choose
stable parts in this filtering process. Ideal choices include the
combination of head and shoulders, or that of head and torso.
These filters naturally define various human bodies in a fine
granularity for effective image processing. Experiments on
a large dataset suggest our approach is able to practically
detect humans in images.

II. RELATED WORK

Bionic eye aims at restoring the sense of vision to peo-
ple living with blindness and low vision. The surrounding
world contains a tremendous amount of visual information.
Therefore, human tends to focus on only a few parts while
ignore others in a scene [5]. As a result, modelling regions
of interest becomes an important topic in bionic eye.

Humans are one of the most important “objects” in real
world interaction. Describing and detecting humans have
been a classical topic in psychology and computational vi-
sion. Decades ago, psychologist Marr proposed a hierarchical
organization of body parts for understanding humans [6].
Each model in this representation must be a complete unit
that is appropriate for recognition. His ideas motivated a
number of approaches in computational psychology.

In many detectors for recognition, a number of appearance
models were adopted extensively to estimate human body.
Powerful features, such as Histogram of Gradient (HOG) [7]
is frequently used to improve the performance of detection.
Based on these low level features, researchers also seek
to higher level visual representations. Bourdev et al [8]
proposed the idea of poselets for human recognition, which
refers to combined parts that are distinctive in images.

In many localization algorithms, sliding window technique
is frequently adopted. If linear classifiers are used, this
technique becomes a linear convolutional operation in two
dimensional space. Fast filtering techniques, such as those
based on multi-threading, can be used to significantly reduce
the computational costs.

III. DETECTING HUMANS USING FILTERING

We present three important components in our visual pro-
cessing algorithm in this section: 1) image features, 2) human
detectors, and 3) post-processing procedure for automatically
selecting optimal filters.

Fig. 2 illustrates our idea. Given a set of instances of a
part, our approach clusters these instances to subsets that are
meaningful in visual appearance, and summarize it to a set
of linear weights.

A. Image features

Histogram of Oriented Gradients (HOG) is a powerful
feature descriptor used in detecting objects in images. Given
an intensity images, the essential idea is that local object
appearance and shape can be described by the distribution
of intensity gradients (edge orientation and strength).

This descriptor can be efficiently implemented. First, an
image is divided into small regions on a regular grid called
cells. Then, a histogram of gradient for the pixels within the

Fig. 2. Generating filters for human detection. Given a set of instances of
a compositional part, our approach clusters these instances and generates a
set of linear filters for these clusters.

cell is computed. The histograms are combined and used to
represent the local properties of an image.

HOG features has a number of advantages over the original
intensity image. It is invariant to geometric and photometric
transformations. Coarse spatial sampling allows the grouping
a class of objects, which is particularly suitable for human
detection in images.

Fig. 3 shows some examples of HOG features. Please refer
to [7] for details.

Fig. 3. Examples of the HOG feature.

B. Filtering humans

Humans have large variations in appearance and poses.
Therefore, it is very challenging to localize humans in images
by a single detector. Our goal is to automatically generate
a set of filters. Each filter is responsible for a representative
pose.

Assuming we have manually labelled human skeletons in
images, we attempt to group the visual features, and generate
filters for different groups of features. This is achieved by
automatically fitting parameters of a multi-class classifier.

Preprocessing dataset

The dataset, such as the LSP [11], contains the human
skeletons labelled manually. For the joints we are interested
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in (e.g., head and torso), we can pre-process the labelled
data by simple clustering algorithms. We choose k-means,
because it is efficient and reasonably accurate.

Fig. 2a shows some results after k-means. Image patches
with similar body poses are grouped together. This greatly
reduces the complexity and variation in human poses, and
allow us to learn one filter for each category independently.

Computing filters

Denote p as the body part of interest in human subjects.
For instance, in Fig. 2 it is head and torsos. Let φ(p) denotes
the visual feature of p in the image. We aim at learning linear
classifiers to group visual features automatically.

We followed [9] and built a Support Vector Machine model
for learning visual subcategories. Given N positive instances
of a compositional part and negative instances, we learn a
filter of each positive set. Our objective function for each
group is as follows

argmin
w

1

2
‖ wk ‖22 +C

N∑
i=1

εi,

yi(wkφ(pi)− b) ≥ 1− εi,
∀i ∈ class k, εi ≥ 0,

(1)

where yi = {1,−1} denotes whether yi is from positive or
negative sample sets, and w is the weights of the feature map
for each part.

Due to the page limit of the paper, please refer to [9] for
solving Eq. 1. Fig. 2b shows some examples of the filters
for head and torso. Please note that each block in the filter
images corresponds to a cell in HOG templates (best viewed
in color).

C. Postprocessing

To achieve effective training when the number of labelled
examples is small, we use a post-processing [10] to select
the best filters and fine tune the performance.

The main idea of post-processing is to split the training set
to two subsets, Str and Sev . First, a training step is performed
on Str. Then, each filter is evaluated on the Sev , and weak
filters with few detected samples will be removed from the
filter set.

The whole training process is conducted by iteratively
switching Str and Sev in each iteration. After training the
remaining classifiers are more effective and meaningful.

D. Filtering for detection

Eq. 1 outputs sets of weight vectors. The linear combina-
tion between a weight vector and the HOG features results in
the detection results. When this applies to the whole image,
this is a convolution process.

Fig. 4 gives an example of the filters and their response
maps. The red dashed bounding box denotes the ground truth.
In this example, we have eight filters, and the filter response
maps are showed on the right hand side of the input figure.
The filter that has the highest response is denoted by green
color and the corresponding bounding box is labeled in the

input image. Then, one can perform further processing on
the detected region.

Fig. 4. Filtering as a detection process.

IV. EXPERIMENTS

We first show results of our algorithm. Then, we demon-
strate the performance using part detection accuracy. Our
input is an image from various indoor and outdoor scenes,
and the output is a 30×30 grid by uniformly downsampling
the response maps.

In annotated datasets (e.g., the LSP [11]), the joints of
human bodies are manually labeled. Since our goal is to
detect the main part of the body, we use the head and torso
to reasonably approximate human body. We then train our
filters using the LSP dataset and use the trained filters in this
section.

A. Demonstration

We demonstrate the effectiveness of filtering procedure
using a video sequence [12] in this section. Fig. 7 shows
a daily scene in street. We show the localization results
(bounding boxes of different colors) in the input images.
Then, we visualize the local maxima in each detection result
map in the reduced resolution.

This example shows that our method is able to reliably
detect humans in a natural scene. Please note that the subjects
in this image has various poses, and our method is capable
of capturing this dynamics by filtering.

B. Statistical results

We show the statistical results on the LSP dataset. In
this section, we do not show the downsampled images for
visualization in bionic eye.

First, we show some images and our detection results
in Fig. 5. One can see the main bodies of the humans
are consistently detected. We further show the precision-
recall curve in Fig. 6. In evaluation, the part is detected if
the detected bounding box overlaps with the ground truth
bounding box over 50%.

C. Runtime

We used eight filters in our experiments. The filtering
process is very efficient. Since the code is written in C++,
the run time for each frame is approximately 0.05s on a
computer of 2.2 GHz CPU and 4G memory.

Ultimately, this needs to be implemented in a portable
device. Therefore, we should explore options such as FPGA,
where time consumption of convolution operations can be
further reduced significantly.
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Fig. 5. Examples and their detection results in the LSP dataset dataset.

Fig. 6. Statistical results.

V. CONCLUSION

This paper presents a novel approach to localizing humans
in images and video streams for bionic eye. The main
contribution is the visual filters that result in fast and accurate
detection. We demonstrate that our method’s efficacy on a
large dataset, and suggest the method is applicable to visual
processing units for bionic eye.
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