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Abstract² Image guided procedures such as percutaneous 

needle insertion or high intensity focused ultrasound, have 

become quite widespread. In images acquisition, ultrasound 

(US) is convenient to use in a conventional operating room, and 

inexpensive compared to CT and MRI. However, US requires to 

handle an US probe and do not have the base coordinate system. 

Therefore, intraoperative image position is unclear and cannot 

position to interested area. To address the issues, we have 

developed a robotic system based on US calibration and a probe 

scanning robot. In this study, to validate the implement system, 

positioning accuracy of an image plane was evaluated. 

Moreover, we developed an automated US guidance system with 

a conventional US probe. The system enables image plane 

positioning to visualize a therapeutic tool automatically. From 

the results, positioning accuracy of the image plane was 1.6 mm 

and 1.5 deg, maximally. In the phantom test, the error between 

the positions of the image plane and the mock needle was 2.5 

mm and 0.9 deg. We have confirmed that the proposed system is 

greatly applicable for an intraoperative US guidance. 

I. INTRODUCTION 

In the recent years, image guided procedures, e.g. 

percutaneous needle insertion and high intensity focused 

ultrasound, have been widely used in various surgical 

procedures to minimize patients¶ invasion. To monitor those 

procedures, CT and MRI are useful because of true 3D 

volumes but they are inconvenient in interventional or 

intraoperative procedures because of their costs, imaging 

delay, and large size to place in conventional operating rooms. 

On the other hand, ultrasound (US) cannot acquire images 

automatically because US probe has to be held and handled 

on surface of a patient¶s skin by an operator, despite it has 

advantages in less invasiveness, less expensiveness, lower 

imaging delay, and smaller in size than CT and MRI. That 

means that obtained images are in the µfloating¶ probe 

coordinate systems, and their relative position between the 

images is not clear. Therefore, automatic scanning of US 

probe with 3D positional information with high accuracy is 

expected where CT and MRI cannot be applied. 

One of the methods to address the issues is automatic 

probe scanning system with a robot, which has been reported 

[1-5]. These studies enable to control the position and 

orientation of a US probe accurately. However, these robots 
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have risk factors to apply in clinical settings because of 

heavy-weight and low back-drivability. Meanwhile, a robotic 

system which is mounting on a patient directly has been 

reported [6]. However, the robot is still heavy, 2.2 kg, for 

mounting use and does not have 6 degrees of freedom. 

Moreover, another issue of their robots is that they control a 

US probe tip position rather than an image plane position. 

To address the issues, we have developed a robotic system 

that is lightweight and high back-drivability [7]. The robot 

can directly control the image position by using the fixed 

transformation between a US probe and an image plane based 

on US calibration technique [8-11]. In this study, we 

integrated a US guidance system with the robot to visualize a 

therapeutic tool in an echogram automatically. The system 

accuracy and feasibility were evaluated in phantom tests. 

II. SYSTEM CONFIGURATION 

A. Design and implementation 

The probe scanning robot (Fig. 1(a)) consists of a frame 

mechanism and a probe holding mechanism. The frame 

mechanism was designed as wire-driven parallel mechanism 

with six pneumatic actuators. The probe holding mechanism 

has a DC motor. The robot can control a US probe by 6 

degrees of freedom (DOF): 5-DOF by the frame mechanism 

and 1 rotation by the probe holding mechanism. Both the 

mechanisms have optical markers. As for the wire actuator, 

McKibben pneumatic actuators (Fig. 1(b)) were selected 

because of its lightweight with adequate power, low 

impedance, and safety. The actuator is 4.5 g weight and can 

generate 130 N forces in 0.2 MPa pressure in maximum. The 

actuator is connected with an air-compressor via an 

electro-magnetic valve controlled by pressure feedback. 

Next, the kinematics of the robot is explained. The 

pneumatic actuators are attached to the frame mechanism and 
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 (a) Outlook (b) Actuator 

Figure 1.  Probe scanning robot. 
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connected with the probe holding mechanism by wires via 

pulleys, respectively (Fig. 2). Here T is the transformation 

matrix. F represents the coordinates system of the frame 

mechanism and P represents the coordinates system of the 

probe. Both F and P are tracked by a tracking device. When a 

target probe position 
F
TP is given, the n-th target connecting 

point with the probe holding mechanism qn is obtained as: 
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Q
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where Qn is the n-th initial connecting point with the probe 

holding mechanism (constant value) and n corresponds to a 

pneumatic actuator number, respectively (n=1~6). By the 

obtained points and the pulley positions, Rn, the wire lengths 

Ln to realize the target probe position are expressed as: 

� /Q +5QTQ,,,,,,,,&+�� ����

Furthermore, the motor in the probe holding mechanism 
rotates the US probe around its axis. 

B. Image plane position control 

To manipulate an image plane position, the transformation 

matrix between a US probe and an image plane is required. 

Obtaining the transformation is generally referred as US 

probe calibration or US calibration. The position relationship 

between the coordinates is shown in Fig. 3. Here �Frame is 

the coordinates system of the frame mechanism, �Probe is the 

coordinates system of the probe, and �Image is the 

coordinates system of the image plane. When a target image 

plane position 
F
TIm is given, the target probe position 

F
TP is 

obtained as: 
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where Im represents the coordinates system of the image 

plane and 
Im

TP is the US calibration matrix.  

C. Integration of the robot with a US guidance 

To capture movements of a therapeutic tool, the motion of 

the image plane is given by the following steps (Fig. 4). 

 

(a) Translate the image plane to contain the therapeutic tool 

tip in the plane and y-axis of the plane. Here the 

transformation between the therapeutic tool and the 

image plane is required. The transformation is given by: 

 77RRO
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where Tool represents the coordinates system of the 

therapeutic tool, which was defined as follows: the origin 

is the tip position and the z-axis is the tool axis. Let a 

translation vector (px, py, pz) be the translation component 

of 
Im

TTool. Thus, 
F
TIm is multiplied by 

TransZ(pz)TransX(px). TransZ(z) is an abbreviation of a 

translation matrix in z-axis and TransX(x) is an 

abbreviation of a translation matrix in x-axis. 

(b) Rotate the image plane around the axis, which direction 

is y-axis of the plane and passed through the therapeutic 

tool tip, to contain the therapeutic tool axis in the plane. 

Thus, 
F
TIm is multiplied by RotY(�). RotY(�) is an 

abbreviation of a rotation matrix around y-axis. 
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where JÂà,,,,,,,& is the normal vector of the image plane (0, 0, 

1), and V"Íââß
,,,,,,,,,,,& is projection of the therapeutic tool axis to 

XImZIm-plane. 

(c) Back the image plane only in x-axis. Thus, 
F
TIm is 

multiplied by TransX(-px).  

(d) Finally, the target position of the image plane 
F
TIm¶ is 

obtained as: 
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According to the above formulas, the robot can 

automatically manipulate the position of the image plane to 

contain the therapeutic tool in the plane using XIm and ZIm 

translation, and YIm rotation of the image plane. 

Navigation software including the above algorithm was 

developed using C++ (Visual Studio 2010, Microsoft) and the 

visualization toolkit (VTK 5.10.0, Kitware Inc.). Also, the 

software can communicate with the tracking device and the 

robot, and capture an echogram via a composite cable. 

  
Figure 2.  Configuration of pneumatic actuators. 

 

Figure 3.  The position relationship between the coordinates. 
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III. POSITION ACCURACY MEASUREMENT 

To validate the image plane position control, positioning 

accuracy was measured by pivot motion of the image plane at 

XF, YF, and ZF axis (Fig. 5(a)). A phantom consisted of water 

and rubber (Fig. 5(b)). The phantom contained a metal ball 

with 5.5 mm radius as a mimic tumor. The probe scanning 

robot was fixed on the phantom, and the probe holding 

mechanism was placed vertically at the center of the robot. A 

pivot center was defined as the point under 70 mm distance 

from the frame bottom. The image plane was pivot around XF 

axis and YF axis from -5.0 deg from 5.0 deg in the steps of 1.0 

deg. The image plane was also pivot around ZF from 0.0 deg 

to 90.0 deg in the steps of 1.0 deg. The position of the image 

plane was measured by the tracking device. 

Fig. 6 shows� average errors and standard deviations of 

pivot motion of the image plane in Frame coordinate system. 

From this result, the standard deviations were higher than the 

average errors, respectively. Table 1 shows root mean square 

errors (RMSE) of pivot motion of the image plane in Frame 

coordinate system.  

IV. US GUIDANCE EXPERIMENT 

In this experiment, the probe scanning robot, a mock 

needle with optical markers, the tracking device, and the 

phantom were used. First, the tracked needle was calibrated 

by pivot motion. Next, the robot held a US probe and obtained 

the fixed transformation between a US probe and an image 

plane by US calibration [11]. RMSE of the US calibration 

was 2.3 mm. The calibration time was about 1 hour. Next, the 

robot was mounted on the phantom. After the initial setups, 

the needle was inserted to the phantom and manually moved 

as pivot motion in the phantom with the US guidance system. 

As for the evaluation, two types of errors were defined: one is 

the length of perpendicular to the image plane from the tip of 

the needle as a position error, and the other is the angle 

between the needle and the plane as an angle error. 

  
 (a) (b) 

 
 (c) (d) 

Figure 4.  Motion of the image plane for the US guidance. 

 
(a) XF axis 

 
(b) YF axis 

 
(c) ZF axis 

Figure 6. Error of image plane position control. 
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 (a) Motion of the probe (b) Phantom 

Figure 5.  Experimental environment. 

TABLE I. RMSE OF PIVOT MOTION OF THE IMAGE PLANE IN FRAME 

COORDINATE SYSTEM 
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Fig. 7 shows the US guidance views and the echograms 

during the experiment. In the US guidance views, the 

echogram planes and the needle model (green line) were 

shown in the 3-D space. The needle was also observed in the 

echogram as a high brightness line. From this result, we 

confirmed that the proposed system enables to guide a 

therapeutic tool in quasi-real-time. Table 2 shows RMSE of 

the defined errors. 

V. DISCUSSION AND CONCLUSION 

In this study, we evaluated positioning accuracy of the 

image plane by the probe scanning robot. We also integrated 

the robotic system with a US guidance to monitor a 

therapeutic tool in an echogram without manual probe 

scanning. Moreover, the proposed system was validated by 

the US guidance experiment. 

In accuracy evaluation, the positioning errors were less 

than 2.0 mm and 2.0 deg by the robot. The errors include 

following errors: kinematics and tracking. We consider that 

kinematics error include two error factors. First, we 

calculated kinematics of the robot by the wire connected 

position based on the mechanical design. And so, the robot 

positioning would have errors by the difference between the 

wire connected positions of the actual and the design. Second, 

the each characteristic of the pneumatic actuators was slightly 

different. Meanwhile, the tracking error (RMSE 0.3 mm) 

should be smaller than the kinematical error. In accuracy 

evaluation, a pivot center was defined as the point under 70 

mm distance from the frame bottom. Generally, the thickness 

of the image plane (US beam width) at 70 mm distance is 4 

mm, approximately. Thus, we consider that positioning 

accuracy is adequate for target imaging. 

In the US guidance experiment, the proposed system was 

validated by two defined errors. First error was the length of 

perpendicular to the image plane from the tip of tracker and 

second error was the angle made the tracker to the image 

plane. The length was 2.5 mm and the angle was 0.9 deg. In 

the US guidance experiment, the mock needle was moved as 

pivot motion by manual. A pivot center was the point under 

about 120 mm distance from the frame bottom. The thickness 

of the image plane at 120 mm distance is about 7 mm. The 

proposed system enables to capture the needle automatically. 

However, a target such as a tumor etc. was not tracked at 

present. When the target was shift in body by deformation of 

soft tissues or breathes, the target may be lost from the 

echogram plane. One of method to address the issues is 

3D-volume acquisition around the tracker by a 3D US probe. 

We have considered several approaches for clinical use in 

the future work. The robot should be set near surface of a 

patient. Therefore, we have considered that two methods: one 

is that mount on a patient using belts, and the other is that 

cantilever-type jigs fixed to a bedside. In case of by belts, 

loads and fixedness would be issues. In case of by a jig, the 

robot has to follow motions of a patient. 

In conclusions, we proposed a US guidance system with 

the robot to visualize a therapeutic tool in an echogram 

automatically. The proposed system enables to visualize the 

mock needle in an echogram automatically in the US 

guidance experiment. From the results, the proposed system 

has a great potential for an intraoperative US guidance system 

for less invasive therapy. 
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Figure 7.  US guidance views and echograms during the experiment. 
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