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Abstract— In this paper, a new 3D ultrasound (US) denoising 

technique that adopts the sparse representation has been 

proposed for an effective noise reduction in 3D US volumes. The 

purpose of the proposed method is to reduce image noise while 

preserving 3D objects edges, hence improving the human 

interpretation for clinical diagnosis and the 3D segmentation 

accuracy for further automatic malignancy detection. For 

denoising 3D US volumes, sparse representation was employed, 

which has showed an excellent performance in reducing 

Gaussian noise. It has been well known that US images contain 

severe multiplicative speckle noise, which has different 

characteristics compared to the additive Gaussian noise. In this 

paper, we propose a denoising framework for effectively 

reducing both Gaussian noise and speckle noise on 3D US 

volumes. The proposed method removes Gaussian noise using 

sparse representation. Then, a logarithmic transform is 

performed to transform the speckle noise into Gaussian noise 

for applying the sparse representation. To demonstrate the 

effectiveness of the proposed denoising method, comparative 

and quantitative experiments had been conducted on a 

synthesized 3D US phantom data. Experimental results showed 

that the proposed denoising could improve image quality in 

terms of denoising measurements. 

I. INTRODUCTION 

Ultrasound (US) imaging has been widely used in clinical 
diagnosis because it is a non-invasive, non-radioactive, 
portable, real-time and low-cost imaging modality [1]. Most 
of current US imaging systems use 2D imaging methods. 
However, in conventional 2D US imaging it is difficult to 
reproduce the same image plane for follow-up studies, 
therefore the volume of an object is calculated approximately. 
In many cases, volume measurement is important in assessing 
the progression of disease and/or tracking progression of 
response to a treatment. Thus, 3D US imaging has drawn 
much attention to overcome this problem [2]. 

Although there are many advantages on US imaging, they 
contain a large amount of speckle noise that degrades both the 
spatial resolution and contrast quality in ultrasound images [3]. 
This speckle noise makes the interpretation or the mass 
segmentation of ultrasound images more difficult. Especially, 
reduced segmentation accuracy degrades automatic 
malignancy detection processes such as the feature extraction 
and classification of the malignancy. Therefore, in US 
imaging, an effective denoising is an essential preprocessing 
for improving the human interpretation, accurate 
segmentation. 

Considerable research efforts have been made to develop 
denoising algorithms that effectively reduce image noise 
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while preserving edge information. Yu et al. [4] proposed a 
speckle reducing anisotropic diffusion (SRAD) that combines 
conventional anisotropic diffusion filter and speckle reducing 
filter. The method diffuses intensities based on the gradient 
magnitude (edge) and the speckle noise level. Tay et al. [5] 
proposed a squeeze box filter (SBF) which suppresses outliers 
(local extrema) as a local mean of its neighborhood. In [5], 
experimental results showed that the SBF improves the image 
quality in terms of denoising measurements. Though 
aforementioned methods showed effective denoising results, 
some artifacts like an edge blur or an irregular intensity pattern 
on edges were occurred. In 3D US images, the best denoising 
algorithm for effectively preserving objects edges with fewer 
artifacts is still in question. 

In this paper, we propose a new 3D US denoising 
algorithm that is based on sparse representation, aiming to 
effectively reduce image noise while preserving 3D edge 
information with the fewest artifacts. The basic concept of the 
sparse representation is that natural signals can be efficiently 
represented as a linear combination of atoms, where the linear 
coefficients are represented in a sparse domain. In [6], the 
sparse representation showed a significant performance in the 
additive Gaussian noise reduction. However, US volumes 
have severe multiplicative speckle noises [3]. Therefore, the 
proposed method adopts logarithmic transform to convert the 
multiplicative speckle noise into an additive Gaussian noise 
[7]. In the proposed denoising method, Gaussian noises are 
reduced by the sparse representation. Then, speckle noise is 
transformed into Gaussian noise by applying a logarithmic 
transform. Lastly, the sparse representation based denoising is 
performed on the Gaussianized speckle noise. To the best of 
our knowledge, our work is the first attempt to adopt sparse 
representation in the field of 3D US volume denoising. Using 
a synthesized 3D US phantom data, comparative and 
extensive experiments have been carried out. Experimental 
results show that the proposed sparse representation based 3D 
US denoising outperformed other denoising methods in terms 
of denoising measurements. 

The rest of the paper is organized as follows. In section II, 
the sparse representation on 3D US volume is explained. 
Section III details the proposed 3D US denoising method. In 
section IV, experimental results are presented. The conclusion 
is drawn in section V. 

II. SPARSE REPRESENTATION OF 3D US IMAGES 

Recently, sparse representation (SR) [6, 8, 9] has been a 
popular research topic in the signal processing society. The 
fundamental sparse representation of 3D US image is that US 
image voxels can be efficiently approximated as a linear 
combination of 3D atoms, where the linear coefficients are 
represented in a sparse domain [6]. This process is referred to 
as sparse coding. In the sparse representation, the 3D US 
image can be approximated as follows: 
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where α̂  is the sparse representation (sparse coefficient) of the 
noisy input 3D US volume patch y , '  is the error tolerance 
used to determine the target error for sparse-coding each block, 
  is the noise standard deviation, the function 0

0||||   is 

norml0 , and D  is the dictionary. 

Equation (1) assumes the noisy 3D US volume y  can be 
sparsely represented as Dαy  . Based on that assumption, the 
sparse representation minimizes the difference of noisy patch 
and denoised patch, at the same time, minimizes norml0 of α . 
To solve the above equation, we use batch orthogonal 
matching pursuit (OMP) [10] which is faster version of OMP. 

The fundamental consideration of the above 
approximation is the choice of the dictionary D . The 
dictionary can be either chosen as a pre-specified transform 
matrix (e.g. overcomplete discrete cosine transform (DCT) 
[11]), or be learnt by adapting its content to the given set of 
signal examples (e.g. K-singular value decomposition (SVD) 
[12]). The first approach is simple and straightforward, while 
the second approach shows a better approximation due to its 
adaptive property. The first approach is much less 
computationally demanding while the K-SVD approach 
provides a better sparsity level resulting in an improved 
representation with the same number of coefficient with a 
DCT dictionary. To take the complementary effect of both 
approaches, dictionary learning method using sparse K-SVD 
is employed [6]. The essential idea is that the dictionary D  
itself has a sparse representation over some pre-specified base 
dictionary Φ  as follows: 

,=ΦAD  (2) 

where A  is the atom representation matrix.  

III. PROPOSED DENOISING 3D US VOLUMES USING SPARSE 

REPRESENTATION 

The sparse representation based denoising is known to be 
effective for suppressing Gaussian noise in CT volumes [6]. 
However, US volumes have severe multiplicative speckle 
noise. The speckle noise model can be represented as in [5], 

,gs   XY  (3) 

where X  is the noise free volume, Y  is the noisy volume, s  

is the multiplicative speckle noise and 
g  is the additive 

Gaussian noise. 

We develop a sparse representation based denoising 
framework for reducing speckle noises as shown in Fig. 1. The 
proposed denoising method has two steps; the first is additive 
noise reduction and the second is multiplicative noise 
reduction. The first additive noise reduction is performed by 
solving following optimization problem using maximum a 
posteriori (MAP) [8]: 
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where   is a Lagrange multiplier, ia  is the sparse vector of 

i-th volume patch, iR  is an operator that extracts i-th volume 

patches of X , and X̂  is the denoised volume. 

By solving (4) with (3), Gaussian noise is suppressed to 

get the volume sX̂  that contains speckle noise only, 

.ˆ XX  ss   (5) 

Note that, generally, it is known the effect of additive noise 
is considerably small compared to that of multiplicative noise 
[13, 14]. Thus, the residual of additive noise can be ignored. 

It has been known that speckle noise can be transformed 
into a Gaussian noise by the logarithmic operator [7]. For an 
effective speckle noise reduction in the second step in Fig.1, 

the logarithmic function is applied to the volume sX̂ , 

.lnlnˆln ss  XX  (6) 

Then, the Gaussianized speckle noise is suppressed by 
using same sparse representation model like (4), 

.lnˆln XX   (7) 

The final denoised volume can be attained by taking the 
exponential operation on (7). 

IV. EXPERIMENTS 

A. Experimental condition 

In experiments, denoising performance of the proposed 
method was evaluated. It is hard to compare denoising 
algorithms quantitatively in real US volumes because noise 
free US volume is not available in practice. In this paper, we 
generated a synthetic 3D US phantom (see Fig. 2) using the 
method of [4, 15, 16] for quantitative performance evaluations. 
The size of the phantom was 256 x 256 x 128 voxels in x, y and 
z directions, respectively. The volume contained three spheres 
with different radius. The phantom was simulated with 
following imaging parameter settings: center frequency was 
10MHz, pulse-width and beam-width of transmitting US wave 
was 2 and 1.5 respectively as in [4]. For the comparisons of the 
proposed method to existing denoising methods, 3D version of 
SRAD and SBF were implemented and evaluated. To perform 
extensive comparisons, a grid search was performed varying 
the parameters of each denoising method so that the 
corresponding denoising performance measurement was 
maximized as in [5]. 

B.  Denoising performance measurement 

Four performance metrics were employed in the 
experiments to measure the denoising performances. Those 
are: 

 

Figure 1.  Block diagram of the developed 3D US denoising using sparse 

representation. 
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1) US despeckling assessment index (USDSAI) [5] 
We measure the degree of preserved homogeneous 

region and of object separation. It can be written as, 
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where 
kC , 2

kC  are mean and variance of voxel 

intensities of the region kC  in the denoised volume X̂ . 

To avoid sensitivity to resolution, the USDSAI is 
normalized regarding to the noisy volume Y as, 

).(/)ˆ()ˆ(ˆ YXX QQQ   (9) 

The USDSAI is increased when objects are well 
distinct and homogeneous. 

2) Mean structural similarity (MSSIM) [17] 
We measure the local structural-similarity of a volume 

against a noise free volume (the ground truth). It is 
measured as the mean of each voxel’s SSIM values. The 
SSIM is derived as, 
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where x, y are two 8x8x8 cropped local volumes from a 

ground truth and a denoised volume. 

,)( 2

11 Lkc  2

22 )( Lkc   which to stabilize the division 

with weak denominator. L is the dynamic range of the 

pixel-values.  k1=0.01 and k2=0.03 as default values. 

The SSIM index varies between -1 to 1, where 1 
indicates the best local similarity to the ground truth. 

3) Edge preservation index (EPI) [18] 
We measure edge strength correlations as EPI: 
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where X  and X̂  are high pass filtered versions of X  

and X̂ , obtained with a 3 x 3 Laplacian operator. 

The edge preservation index is increased when the 
denoised volume is similar to the ground truth. 

4) Noise suppression index (NSI) [18] 
We measure voxel intensity correlation as NSI: 
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where X  and X̂  are the mean intensity values of the 

VOI of X  and X̂ . 

The noise suppression index is increased when the 
denoised volume is similar to the ground truth. 

C. Experimental results 

Table I shows the measured denoising performances for 
the denoising algorithms on the 3D US phantom. The first 
column in Table I shows the performance metric in which the 
algorithms are optimized. The bold numeric shows the best 
performance among three methods (SRAD, SBF, proposed) 
with respect to the corresponding performance metric. As 
shown in the results of the Table I, the proposed denoising 
outperforms other two methods in terms of denoising 
performance metrics, especially USDSAI and edge 
preservation index for every optimization criteria. The 
denoised volume using the proposed denoising method had 
more differentiable objects (higher USDSAI), and preserved 
more clear edges. Fig. 3 shows denoised phantoms for the 
denoising algorithms, which were optimized based on the 
metric of USDSAI. As shown in the figures, the proposed 
denoising method effectively reduces image noise while 
preserving the edges. 

 

 

TABLE I. COMPARISONS OF MEASURED DENOISING PERFORMANCES 

Optimization 

criteria 

Measured 

performance 

Denoising algorithm 

SRAD SBF Proposed 

USDSAI 

USDSAI 4.1443 4.4702 6.2346 

MSSIM 0.4487 0.4229 0.4048 

EPI 0.0036 0.0007 0.0071 

NSI 0.8266 0.6759 0.7996 

MSSIM 

USDSAI 3.9454 4.4702 5.3820 

MSSIM 0.4642 0.4229 0.4482 

EPI 0.0023 0.0007 0.0040 

NSI 0.8754 0.6759 0.8639 

EPI 

USDSAI 3.3456 4.1230 5.7691 

MSSIM 0.3521 0.4162 0.3985 

EPI 0.0078 0.0008 0.0136 

NSI 0.6530 0.6765 0.7750 

NSI 

USDSAI 3.9454 4.2816 4.5825 

MSSIM 0.4642 0.4198 0.4481 

EPI 0.0023 0.0007 0.0052 

NSI 0.8754 0.6771 0.8642 

 

Figure 2.  The synthesized 3D US phantom used in the experiment. The 
lower left 3D view shows how 2D slices are oriented in the volume. Three 
slice views show 2D slices of the volume along three different planes (red, 
green, and blue planes). The numbers above slice views show the index of 

the slice per total slices (e.g. 128) in those directions in the volume. 
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(a) 

 

(b) 

 

(c) 

Figure 3.  Denoised results on 3D US phantom using (a) SRAD, (b) SBF, (c) 
proposed sparse representation based denoising method. Note edge blur and 

irregular intensity pattern on edges were found in SRAD and SBF, 

respectively. 

V. CONCLUSION 

In this paper, we proposed a new 3D US volume denoising 
technique to reduce image noise while preserving 3D objects 
edges. We employed sparse representation of 3D US volume, 
which showed an excellent performance in reducing Gaussian 
noise. We developed a denoising framework for effectively 
reducing both Gaussian noise and speckle noise on 3D US 
volumes. To demonstrate the effectiveness of the proposed 
denoising method, comparative and quantitative experiments 
had been conducted on a synthesized 3D US phantom data. In 
experiments, the proposed denoising outperforms existing two 
methods in terms of denoising performance metrics. The 
denoised volume by the proposed method showed more 
differentiable objects and preserved more clear edges. 
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