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Abstract² This paper presents an Hidden Markov Models 

(HMM)-based snorer group recognition approach for 

Obstructive Sleep Apenea diagnosis. It models the spatio-

temporal characteristics of different snorer groups belonging to 

different genders and AHI severity levels. The current 

experiment includes selecting snore data from subjects, 

identifying snorer groups based on gender and AHI values 

(AHI < 15 and AHI > 15), detecting snore episodes, MFCC 

computation, training and testing HMMs. A set of multi-level 

classification rules is employed for incremental diagnosis of 

OSA. The proposed method, with a relatively small data set, 

produces results nearly comparable to any existing methods 

with single feature class.  It classifies snore episodes with 62.0% 

(male), 67.0% (female) and recognizes snorer group with 

78.5% accuracy. The approach makes its diagnosis decision at 

85.7% (sensitivity), 71.4% (specificity) for males and 85.7% 

(sensitivity and specificity) for females.     

I. INTRODUCTION 

OBSTRUCTIVE Sleep Apnea (OSA) is a breathing disorder 

that is caused by complete or partial obstruction of the upper 

airway (UA) while sleeping.  Clinically, its severity level is 

described by Apena-Hypopnea Index (AHI) where apnea 

and hypopnea refer to complete and partial obstructions 

respectively. This index is defined as the average number of 

such UA obstructions that occur repetitively per hour. 

If untreated, OSA patients are likely to be subjected to a 

number of medical conditions viz., cardiovascular morbidity, 

systemic and pulmonary hypertension, ischemic heart 

disease and stroke. OSA also increases the risk associated 

with these conditions. Further, OSA can lead to 

consequences such as daytime drowsiness, mood changes, 

deteriorated cognitive abilities, headaches [1]-[3]. Studies 

say that, 24% of middle-aged men and 9% of women suffer 

from OSA condition (with AHI>5) and symptomatic OSA is 

prevails at rates of 4% and 2% respectively [4]. 

Polysomnography (PSG) is the established diagnosis 

method for OSA [5]. However, the inherent limitations of 

PSG such as cost, labor and patient inconvenience make it 

impractical for large-scale population screening. Therefore, 

developing a simple, fast, non-invasive and portable solution 

is highly desirable [6], [7]. The acoustics of snoring is a 

powerful alternative information source as snoring is the 

 
*This research is partly supported by the Australian Research Council 

under an ARC Discovery Grant (DP120100141) to Abeyratne. The work is 

also supported by The University of Queensland via a PhD Scholarship to 

Herath.  

D. L. Herath and Udantha R. Abeyratne (e-mail: 

udantha@itee.uq.edu.au) are with the School of Information Technology 

and Electrical Engineering, The University of Queensland, Brisbane,     

QLD 4072, Australia   

C. Hukins is with the Department of Respiratory and Sleep Medicine, 

Princess Alexandra Hospital, Brisbane, QLD 4102, Australia. 

most prevalent early OSA symptom [8],[9] and studies show 

that snore sounds (SS) contain vital information for OSA 

diagnosis [10]-[12].  

The uniqueness of the articulatory system is determined 

by the anatomical structure and physiological function. This 

uniqueness is also manifested in the acoustic properties of 

the speech signals [13]-[15]. Moreover, speech and SSs 

share a number of common features with respect to the 

articulators, vocal tract dimensions, and air stream 

mechanisms [16], [17]. Therefore, logic dictates that the 

acoustic properties of speech and SSs are similarly affected 

by the anatomy and physiology of the articulatory system 

and the UA. Hence, it is plausible to assume that the acoustic 

variations in SS signals are correlated with anatomical and 

physiological variations of the UA. 

In Automatic Speaker Recognition (ASR),  speakers or 

speaker groups are discriminated by effectively exploiting 

the idea that every speaker has an anatomically and 

physiologically unique articulatory system which is 

manifested in the speech sounds of that speaker 

acoustically[18]-[20]. 

The severity of OSA and the acoustic properties of SS 

signals of a subject are both affected by the anatomical and 

physiological characteristics of his/her UA. Therefore, 

assuming the subjects with different OSA severity levels 

have unique acoustic characteristics in their SS signals, it 

should be possible to discriminate subjects into different 

OSA severity groups by modeling the acoustic behavior of 

their SS signals, by taking an approach similar to ASR. 

Close examination of snore episodes, especially pre and 

post apnea event snore episodes, reveals that there are 

significant spatio-temporal patterns in SSs that are useful for 

OSA diagnosis. However, in the literature, it is hardly 

reported any SS-based OSA diagnosis approach that is 

capable of capturing both spatial and temporal dynamics of 

simultaneously. Therefore, developing a diagnostic method 

based on spatio-temporal dynamics of SS is highly 

beneficial. Hidden Markov Models (HMMs) [21] with Mel 

Frequency Cepstral Coefficients (MFCCs) and their 

differentials as acoustic features [22] are well-known for 

capturing spatio-temporal dynamics of speech signals.  

This paper proposes a novel approach based on HMMs for 

snore episode classification and OSA diagnosis by modeling 

the spatio-temporal behavior of snorer groups. The current 

approach can be extended to a number of useful applications 

such as modeling intra-snorer snore evolution, apnea and 

hypopnea event prediction/detection, and bridging 

respiratory and neurology domains. A set of multi-level rules 

have been proposed to enable incremental diagnosis. 
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[23] of the snore episodes of subjects given in Table I. 

The likelihood of a snore episode 1=K5K6åå KÍ , with 

6observation vectors from the model ã�is expressed in terms 

of the log-likelihood (..) computed according to (3).  
 

.. L ����2:��I; L ���2:K5K6åå KÍ�I; 
�����������������������������������������������L Ã ���2:Kç�ã;���������������:u;Í

ç@5   

 

A Viterbi decoder returns ã� the best snorer model that 

gives the highest log-likelihood score by computing 2:Kç�ã; 
in terms of HMM probability distributions according to (4). 

 

ã� L � ��������Ðø ���2:��I;             (4) 

 

D. Classification Rules 
 

Rule 1: Snore Episode Classification 

Let 3\ L <15 á16á å ä ä á1Ë= be a set of all the snore 

episodes that belong to a new subject : where 1Ü   is the 

EçÛsnore episode of the subject and�ÀÑ� L 4. 

 

Ê�1 Ð 3Ñ, If ã�Ý L � �������Ðø ���2:��I;�then1
Üæ�ÔççåÜÕèçØ×�çâ1ÛÛÛÛÛÛÛÛÛÛ. F 

 

The snore episodes belonging to one gender group are 

compared only with the models belong to the same gender 

group. 

Rule 2: Snorer Group Recognition 

Applying Rule 1 repeatedly on 3\ leads to a mutually-

exclusive and exhaustive partition of  3\ with number of 

blocks�Q 2 where block�$Ý  is the subset of 3\ that contains 

the snore episodes attributed to snorer F by Rule 1.  

 

u��$àÞ L ������ÊÔ»ÔÐÉÔåçÜçÜâá�âÙ��T OEVA:$Ü;�then X
Üæ�ÖßÔææÜÙÜØ×�Ôæ�1ÛÛÛÛÛÛÛÛÛÛ.k 

 

Rule3: Snore Episode Probability Distribution  

This rule describes how �ï� overnight snore episodes are 

distributed across the snorer groups by assigning a 

probability measure to each block in the partition of 3\ . 

   

2N:: L G; L PæÜíØ:»Ö;��T�
á $Þ Ð 2=NPEPEKJ�KB�3\�����

r������á $Þ Ñ 2=NPEPEKJ�KB�3\

, G Ò <sátá ä ä á2= 
 

Rule 4: Diagnostic Rule  

This rule is based on the probability distribution defined 

under Rule 3. It defines a decision rule to classify new 

subjects to clinically important groups: OSA or non-OSA. 

These groups are defined on the basis of OSA severity level 

described in terms of AHI values.  

Let threshold be a value on the AHI scale, then the 

decision rule can be defines as follows: 

 

If   
Ã |��:Ñ@Þ�Ôá×�Þ´çÛåØæÛâß×;Á
Ö8-

Ã |��:Ñ@Þ�Ôá×�ÞµçÛåØæÛâß×;Á
Ö8-

P s 

then      :� Ð JKJ F 15#�else : Ð 15# 

III. RESULTS 

A. Snorer Groups and Data Set 

The four snorer groups defined for the current 

experiments by setting threshold =15, i.e.É L<ã5á ã6á ã7á ã8=, are given in Table II. Each group contains 

equal number of snorers. 
TABLE II  

FOUR CATEGORIES OF SNORER GROUPS 

Snorer 

Group 

Gender AHI Range Number of 

Subjects 

Number of 

Episodes 

ã5 M 0 Q�AHI < 15 7 11148 

ã6 M AHI > 15 7 16570 

ã7 F 0 Q�AHI < 15 7 6570 

ã8 F AHI > 15 7 12688 

B. Framing and Feature Extraction 

The frame size�0 was set to�0 L txvx�:vväs�G*V� H
xr�IOA?; to ensure the periodicity of frames as [34] states 

that SS signals show a pseudo-periodicity around 60 

milliseconds. The overlapping percentage N�is set to 50% to 

guarantee effective capturing of spectral dynamics. Then, as 

described in Section II-B, each frame is represented as a 39-

dimension feature vector by choosing first 12 MFCCs, log-

energy and their differentials as features.  

C. Snorer Group Model Training and Testing 

For each snorer group defined,�ã5á ã6á ã7á ã8, an HMM 

snorer model was created and trained as described in Section 

II-B. During the training, the number of Gaussian mixtures 

of the emission states of HMMs was incremented in the 

order of 1, 2, 4, 6, and 8. Male and Female models are 

separately trained and tested with 14-fold cross validation 

with leave-one-out policy.  

The snore episode classification accuracy, as shown in 

Table III, is strictly increasing as the number of Gaussian 

mixtures increases in both gender groups up to 6. However, 

the snorer group recognition (Rule 2) and diagnosis results 

(Rule 3 and 4) given in Table IV and V respectively show 

that increasing the number of Gaussians further will lead to 

deterioration of performance in terms of sensitivity and 

specificity mainly due to overtraining.  
TABLE III  

SNORE EPISODE CLASSIFICATION ACCURACY (%) ±RULE 1 

Gender Gaussian Mixture Components 

1 2 4 6 8 

Male 53.9 56.8 58.6 61.3 59.4 

Female 55.6 58.2 63.8 66.1 61.2 

 

TABLE IV 

SNORER GROUP RECOGNITION ACCURACY (%) ± RULE 2 

Gender Gaussian Mixture Components 

1 2 4 6 8 

Male 64.2 71.4 64.2 78.5 78.5 

Female 50.0 50.0 64.2 78.5 78.5 
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In this experimental setup, the best performance is 

reported with 5-state HMMs with 6 Gaussian mixtures for 

each snorer group, snore episodes can be discriminated to 

WZR�JURXSV������$+,������DQG�$+,�!����ZLWK��������PDOH��

66.1% (female) accuracy. Further, snorer group recognition 

accuracy is reported 78.5% for both genders.  

Finally, the best (sen)sitivity and (spe)cificity are reported 

as 85.7% (sen), 71.4% (spe) and 85.7% (sen), 85.7% (spe) 

for male and female groups respectively, see Table V. Even 

though the subject data set used in this experiment is 

relatively small, HMM with a single feature class MFCCs 

has given promising results which are comparable to other 

single feature class SS-based OSA diagnosis approaches. 
 

TABLE V 

SENSITIVITY AND SPECIFICITY OF OSA DIAGNOSIS (%) - RULE 3 AND 4 

                              Snorer Models  

Mixture 

Components 

                   Male    Female 

 Sensitivity Specificity Sensitivity Specificity 

1 42.8 85.7 42.8 57.1 

2 57.1 85.7 42.8 57.1 

4 57.1 71.4 57.1 71.4 

6 85.7 71.4 85.7 85.7 

8 85.7 71.4 85.7 71.4 

IV. CONCLUSION 

In this paper, an approach based on snorer group 

recognition was proposed for OSA diagnosis. The 

methodology is based on modeling intra-snore episode 

signal dynamics using HMMs with MFCC-based features. 

The acoustic models associated with HMMs are defined in 

terms of multivariate GMMs. These models were trained and 

tested on a data set of 28 subjects (14 male, 14 female).  
 

From the experimental outcomes, it can be concluded that: 

x HMMs are capable of classifying snore episodes 

effectively by taking the spatio-temporal behavior of 

snore sounds.  

x The acoustic behavior of SSs of subjects with less 

severe OSA (normal or mild, i.e. AHI < 15) is 

significantly different from that of subjects with high 

severe OSA (moderate or high, i.e. AHI >15). 

x  Female snore episodes can be classified with relatively 

higher accuracy than male snore episodes. 

x  Snore episode (probability) distribution across 

different snorer groups of a subject can be used to 

diagnose his or her OSA severity. 

x Number of Gaussian components in the acoustic model 

has a significant impact on the snore episode 

classification, snorer group recognition and diagnosis.   
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