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Abstract² This paper investigates the combination of 

multiresolution methods for feature extraction for lung cancer. 

The focus is on the impact of combining wavelet and curvelet 

on the accuracy of the disease diagnosis. The paper investigates 

feature extraction with two different levels of wavelet, two 

different wavelet functions and the combination of wavelet and 

curvelet to obtain a high classification rate. The findings 

suggest the potential of combining different multiresolution 

methods in achieving high accuracy rates. 

I. INTRODUCTION 

Cancer is a widely used term nowadays that explains the 
situation in which cells of a specific organ in the human body 
start to grow in an uncontrolled way. According to the 
National Cancer Institute [1], there are more than 100 types 
of cancer affecting different organs in the human body; One 
of these types is lung cancer. 

Lung cancer is a disease that causes death more than any 
other type of cancer [2]; in fact, nearly 13% of the total new 
cancer cases diagnosed in 2008 were lung cancer [3]. 
Primarily, the main cause of this disease is cigarette smoking 
[1]. In order to contribute to the early detection of this disease 
and others as well, which could prevent death; many 
computer aided diagnosis systems have been developed. 

 Computer Aided Diagnosis (CAD) is a field that 
analyzes medical images to look for any signs of 
abnormality. Research on CAD has been taking place in 
many research institutions around the world to develop 
systems with high capabilities in disease diagnosis and many 
of this research focuses on lung cancer diagnosis. For 
instance, A system for lung cancer detection introduced by 
Sousa et al. [4]. The system consists of a thorax extraction 
step to remove all external objects. After that, a lung 
extraction step to identify the lung region and then another 
step to reconstruct the lung region to prevent any removal of 
the lung. A structure extraction step is then executed to select 
the dense structures from the lung; after that, a tubular 
elimination step to remove the many of the pulmonary trees 
and finally, a false positive step to select regions that have a 
high probability of having a nodule. The performance of the 
system was 84.84% sensitivity and 96.15% specificity. 
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Another CAD system for lung nodule detection was 
introduced by Lee et al. [5]. The system introduced a 
classifier based on random forest that is aided by a clustering 
method to detect lung nodXOHV�� ��� VFDQV� RI� SDWLHQWV¶� OXQJV�
were used for the assessment of the proposed system. The 
performance of the system was 98.33% sensitivity and 
97.11% specificity. A system for lung nodule classification 
was introduced in Zhang et al. [6]. The system uses rule-
based and SVM classifier. First, each region is subjected to 
feature extraction, where a combination of seven shape 
features, two gray features, and four texture features were 
calculated. All extracted features are used as an input to the 
classifier, which is a combination of rule-based and SVM; the 
system achieved an overall accuracy of 84.39%. Orozco et al 
[7] presented a system to classify lung nodule in frequency 
domain using SVM. The system begins with a manual 
selection of the regions of interest, which are subjected to the 
calculation of the 2D Discrete Cosine Transform and 2D 
Fourier Transform. After that, statistical texture feature is 
extracted. A total of 24 texture features are extracted and then 
reduced to 2 after a selection process. The selected features 
were classified with SVM classifier that is based on the 
Radial Basic Function (RBF). The system achieved a 
sensitivity of 96.15% and specificity of 52.17% with 82.66% 
preciseness. Kumar et al [8] introduced a CAD system for the 
diagnosis of lung nodules. The system begins with pre-
processing the input images to enhance the sharpness using 
bi-orthogonal wavelet and enhance the contrast using bi-
histogram equalization. The second step in the system is 
segmentation of regions of interest using region growing 
method. The final step of the system is the decision making 
(diagnosis); this step is done using the fuzzy inference 
system. The system achieved an accuracy of 90% with 
sensitivity and specificity of 86% and 84% respectively. 
Another system was proposed by Chen et al [9] for the 
classification of pulmonary nodules based on the neural 
network ensemble. In the system, the neural network 
ensemble was constructed with a multilayer neural network 
with the back-propagation algorithm, radial basis 
probabilistic neural network and learning vector quantization 
neural network. The outputs of the three networks were 
generated in the Bayesian probability form, to be put in the 
weighted sum by the Bayesian criterion and classify the 
images. Results achieved in this system concluded that the 
neural network ensemble produces higher accuracy than the 
individual networks with 78.7%. 

This paper presents a CAD system that is comprised of 
feature extraction, feature selection and classification. 
Particularly, it aims on investigating the effect of the 
combination of wavelet and curvelet for feature extraction for 
lung cancer diagnosis. In addition, the paper examines the 
combination of multiple wavelet functions as well as the 
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combination of different levels in the same wavelet for 

feature extraction. This paper is part of an on-going research 
on the use of wavelet transform and curvelet transform for 

lung cancer diagnosis. 

II. MATERIALS AND METHODS 

A. Dataset 

In this study, the Japanese Society of Radiological 

Technology (JSRT) standard chest radiographs dataset is 
utilized [10]. The dataset contains both nodules and non

nodules images with a total of 247 images. The distribution 
of the images in this dataset is further shown in Table I. 

TABLE I. IMAGE DISTRIBUTION IN THE JSRT DATASET 

Class Beni!m Mali!mant Total 

Abnormal 54 100 154 

Normal - - 93 

Total 247 

The images in the dataset are x-ray images with 

2048x2048 pixels in size. The coordinates of the 
abnormalities in the 154 images that contain nodules are 

provided. These coordinates are used to extract the regions of 
interest with a 128xl28 pixels for each sub-image. Fig. 1 

shows the first image in the dataset (JPCLNOOl.IMG) with 
the extracted regions that contain the abnormality. 

(a) (b) 

Figure I. An Example of the JSRT Dataset (JPCLNOOl.IMG) (a) Original 

Chest Radio graph (b) Extracted sub-image [1 OJ 

As for the normal images, random regions from the 93 
images are extracted. These randomly selected regions 

represent different areas in the lung. 

B. Methods 

As shown in fig. 2, our CAD system consists of a feature 

extraction phase, a feature selection phase and a 

classification phase. The following sub-sections explain each 

phase.~----------------~ 
JSRTOataset 
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Figure 2. System Overview 

1) Feature extraction 
Feature extraction is a significant step in CAD system. In 

this paper we utilize wavelet and curvelet separately and 

combined in order to investigate their performance and their 

contribution to the diagnosis of lung cancer. Both wavelet 

and curvelet are well known techniques and further 

explanation of each can be found in [11] and [12]. 

2) Feature selection 
Feature selection is another important step m CAD 

system. The aim of this step is to remove the extracted 
features that are redundant and have no contribution to the 

classification process. After applying wavelet, curvelet or the 
fusion of both of them, the generated coefficients are 

subjected to a two-step feature selection, namely, statistical 
energy and statistical metric. 

a) Statistical Energy Calculation 

The statistical energy is calculated as follows: 

I· I· lnl(kll 
Energy_metric(k) = 1 1 1 

Ii niCkl 
(1) 

where nj (k) is feature k of image j in class i . A certain 

threshold is fixed to remove coefficients with small energy. 
This threshold is identified after sorting the calculated values 

in ascending order and plotting them. The remaining 
coefficients are subjected to the next selection process. 

b) Statistical Metric Calculation 

The statistical metric to select the optimum coefficients is 

calculated as follows: 

Suppose ml, m2 and m3 are the mean of classl, class2, 

and class3, respectively and mT is the mean of all the classes. 

2;!'_ m·(k) 
Let mT(k) = 1

-
1 1 

, where n = number of classes 
n 

1 
and var_mod(k) = -L(mi(k) - mT(k)) so that ICmi(k) -

n 

mT(k)) 2 is not sufficient to quantify the classification 

contribution of the coefficients because it may give the same 
values in the two cases. Therefore, there is a need to 

introduce another metric to quantify the coefficients' 
contribution. We introduce another metric as follows: 

(2) 

where Si is the statistical metric of class i, mi is the mean of 

class i, and ni is the number of classes. Si is calculated using 
the following formula: 

2 
_ I~~Jxj(k) - mi(k))2 . _ 

Si - , where 1 - 1,2,3, ... , ni 
ni -1 

Where ni is the number of features in class i. 

If the statistical metric of any feature is less than a certain 

threshold, it is removed. Those kept features I coefficients are 
sent to the classification step. 
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3) Classification 
Cluster-k-Nearest Neighbor (C-k-NN) classifier is utilized 

in this CAD system. The C-k-NN is a classifier that merges 
two algorithms that are K-means modified algorithm [13] 
and k-Nearest neighbor algorithm. The K-means algorithm 
is utilized to cluster the data into classes and sub-classes 
with a central point to represent each class and sub-class 
while k-Nearest Neighbor is used to classify new data by 
calculating the Euclidean distance between the center point 
of each class and the new data. With this algorithm, the 
advantage of k-means of calculating in less time and the 
advantage of k-NN, which is the accurate classification, are 
combined. A full mathematical explanation of the algorithm 
can be found in [14]. 

III. EXPERIMENTS AND RESULTS 

In this paper, the CAD system is applied in two main 
experiments, classification of normal from abnormal cases 
and benign from malignant cases. In each experiment, 
different scenarios of combining the coefficients of wavelets 
and curvelet are applied as follows: 

x Wavelets transform (haar function). 

x Combination of the coefficients of two levels of haar 

wavelet. 

x Combination of haar and db1 coefficients. 

x Curvelet transform at scales 2-7. 

x Combination of haar wavelet and Curvelet coefficients. 
For the combination of different wavelet levels or wavelet 

and curvelet, the coefficients were extracted separately and 
then combined in one matrix and randomized. After that, 
they were subjected to the feature selection and 
classification methods. 

In the experiments, the sub-images (128x128) are used in 
the evaluation of the CAD system. Those images are divided 
into training and testing sets. The training set was used to 
train the classifier while the testing set was used to assess the 
classification performance. 

A. Normal Vs. Abnormal  

For this experiment, Tables (II - V) show the obtained 
results. 

TABLE II.  NORMAL VS. ABNORMAL CLASSIFICATION WITH WAVELET 

Performance Level Haar wavelet 

Accuracy 

1 

0.9829 

False Negative 0 

False Positive 0 

Accuracy 

2 

0.9829 

False Negative 0 

False Positive 0 

Accuracy 

3 

0.9915 

False Negative 0 

False Positive 0 

Accuracy 

4 

0.9915 

False Negative 0 

False Positive 0 

Accuracy 

5 

0.9915 

False Negative 0 

False Positive 0 

Accuracy 

6 

0.9915 

False Negative 0 

False Positive 0 

TABLE III.  NORMAL VS. ABNORMAL CLASSIFICATION WITH 

COMBINED WAVELETS 

Performance Haar_1 + Haar_6  Haar_5 + db1_6 

Accuracy 0.9915 0.9915 

False Negative 0 0 

False Positive 0 0 

TABLE IV.  NORMAL VS. ABNORMAL CLASSIFICATION WITH 

CURVELET 

Performance Scale Curvelet 

Accuracy 

2 

0.9402 

False Negative 0.0270 

False Positive 0 

Accuracy 

3 

0.9573 

False Negative 0.0270 

False Positive 0.0233 

Accuracy 

4 

0.9658 

False Negative 0.0270 

False Positive 0.0233 

Accuracy 

5 

0.9658 

False Negative 0.0270 

False Positive 0 

Accuracy 

6 

0.9658 

False Negative 0.0405 

False Positive 0.0233 

Accuracy 

7 

0.9658 

False Negative 0 

False Positive 0 

TABLE V.  NORMAL VS. ABNORMAL CLASSIFICATION WITH 

COMBINED WAVELET AND CURVELET 

Performance Scale -Level 
Curvelet with 

Wavelet 

Accuracy 

Curvelet_2 + Haar_6 

0.7863 

False Negative 0.1757 

False Positive 0.1395 

Accuracy 

Curvelet_3 + Haar_6 

0.9915 

False Negative 0.0135 

False Positive 0.0233 

Accuracy 

Curvelet_4 + Haar_1 

0.9829 

False Negative 0 

False Positive 0 

Accuracy 

Curvelet_5 + Haar_3 

0.9829 

False Negative 0 

False Positive 0 

Accuracy 

Curvelet_6 + Haar_4 

0.9829 

False Negative 0 

False Positive 0 

Accuracy 

Curvelet_5 + Haar_3 

0.9829 

False Negative 0 

False Positive 0 

 

In this experiment, haar wavelet reached a maximum 
accuracy of 99.15% while curvelet reached 96.58%. 
However, after combining both wavelet with curvelet, the 
highest accuracy achieved is 99.15 which is better than the 
accuracy achieved by curvelet alone. Similar increase in the 
accuracy is also shown in the other experiment. 

B. Benign vs. malignant  

For this experiment, Tables (VI-IX) show the obtained 
results. 
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TABLE VI.  BENIGN VS. MALIGNANT CLASSIFICATION WITH WAVELET 

Performance Level Haar wavelet  

Accuracy 

1 

0.9610 

False Negative 0.0200 

False Positive 0.0370 

Accuracy 

2 

0.9610 

False Negative 0.0200 

False Positive 0.0370 

Accuracy 

3 

0.9481 

False Negative 0.0400 

False Positive 0.0370 

Accuracy 

4 

0.9481 

False Negative 0.0400 

False Positive 0.0370 

Accuracy 

5 

0.9481 

False Negative 0.0400 

False Positive 0.0370 

Accuracy 

6 

0.9610 

False Negative 0.0400 

False Positive 0.0370 

TABLE VII.  BENIGN VS. MALIGNANT CLASSIFICATION WITH COMBINED 

WAVELETS 

Performance Haar _2 + Haar_ 6 Haar_2 +db1_1 

Accuracy 1 1 

False Negative 0 0 

False Positive 0 0 

TABLE VIII.  BENIGN VS. MALIGNANT CLASSIFICATION WITH CURVELET 

Performance Scale Curvelet 

Accuracy 

2 

0.8182 

False Negative 0.0800 

False Positive 0.0741 

Accuracy 

3 

0.8701 

False Negative 0.1200 

False Positive 0.0741 

Accuracy 

4 

0.8701 

False Negative 0.0600 

False Positive 0.0370 

Accuracy 

5 

0.8571 

False Negative 0.0200 

False Positive 0 

Accuracy 

6 

0.8831 

False Negative 0.0800 

False Positive 0.0741 

Accuracy 

7 

0.8701 

False Negative 0.1000 

False Positive 0.0741 

TABLE IX.  BENIGN VS. MALIGNANT CLASSIFICATION WITH COMBINED 

WAVELET AND CURVELET 

Performance Scale - Level 
Curvelet with 

Wavelet 

Accuracy 

Curvelet_2 + Haar_6 

0.8571 

False Negative 0.0400 

False Positive 0.0370 

Accuracy 

Curvelet_3 + Haar_3 

0.8961 

False Negative 0.0600 

False Positive 0.0370 

Accuracy 

Curvelet_4 + Haar_4 

0.9091 

False Negative 0.0600 

False Positive 0.0741 

Accuracy 

Curvelet_5 + Haar_6 

0.9091 

False Negative 0.0800 

False Positive 0.0741 

Accuracy 

Curvelet_6 + Haar_6 

0.9091 

False Negative 0.0200 

False Positive 0 

Accuracy 

Curvelet_2 + Haar_6 

0.9221 

False Negative 0.0600 

False Positive 0.0741 

 
The results illustrated in the previous tables shows that, 

the combination of different wavelets and the combination 
of wavelet and curvelet have improved the classification 
rate. Combining different wavelets as shown in table VII 
increased the accuracy to reach 100%. On the other hand, 
combining curvelet with wavelet increased the curvelet 
performance as shown in Tables V and IX. 

IV. CONCLUSION 

The paper investigates the combination of different 
wavelet functions as well as the combination of wavelet and 
coverlet in cancer classification. To our knowledge, no 
previous study has examined this combination. As shown in 
the previous section, the combination has potential in 
increasing the classification accuracies.  Further tests and 
experiments are to be carried out in different datasets as well 
as different cancer types. 
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