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Abstract— The mRNA polyadenylation is the cellular process 

that adds adenosine tails to mature mRNAs. Malfunction of 

polyadenylation has been implicated in several human diseases. 

In this paper, we proposed a novel feature extraction approach 

which employs the K-gram nucleotide acid pattern, the position 

weight matrix (PWM) and the increment of diversity (ID) to 

represent the original features. Then Principle Component 

Analysis (PCA) was applied to transform the original features 

into a new feature space where the low-dimensional features 

were used to train the real-coded genetic neural network model. 

In the experiments, our proposed algorithm (GA-BP) can 

achieve the accuracy about 82.98%, specificity 82.95% and 

sensitivity 83.01% in the specific dataset constructed by 

Kalkatawi.  The results demonstrate that GA-BP is a promising 

algorithm for the prediction of mRNA polyadenylation signals. 

I. INTRODUCTION 

Besides some histone mRNAs, all eukaryotic mRNAs 
possess polyadenine (poly(A)) tails at their 3’ end, poly(A) 
tails have strong influences on the cellular metabolism of 
mRNA, e.g. mRNA stability, translation and transportation 
from the nucleus to the cytoplasm. The cellular process of 
adding poly(A) tails to mRNAs, called polyadenylation, 
composed of two tightly coupled steps: an endonucleolytic 
cleavage of pre-mRNA and followed by adding the adenosine 
tail to the newly formed 3’ end. Generally, it is recognized that 
the polyadenylation signals for almost all eukaryotes seem to 
contain two core elements (shown in Fig. 1): the poly(A) 
signal (PAS), which always assumes in the form of AAUAAA 
hexamer or a close variant, serves as the binding site for the 
cleavage and polyadenylation specificity factor (CPSF) and 
locates between 10 and 30 nt upstream of the actual cleavage 
site. The second canonical sequence locates between 20 and 
40 nt downstream of the cleavage site, which is usually 
characterized as U-rich or GU-rich region, bounded by the 
64-kDa subunit of the heterotrimeric cleavage-stimulating 
factor (CstF) that promotes the efficiency of 3’ end processing. 
Furthermore, a number of auxiliary elements upstream or 
downstream of cleavage sites also play regulatory roles in 
polyadenylation in both viral and cellular systems [1-3]. 

Prediction of poly(A) signals has drawn much attention in 
recent years and various statistical characteristics of sequences 
flanking poly(A) sites were calculated. Salamov and Solovyev 
designed a program POLYAH, based on Linear Discriminant 
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Function (LDF), for predicting poly(A) motifs [5]. In order to 
avoid training on possibly flawed data, the program Polyadq 
began with a de novo characterization of poly(A) motifs [6]. 
The character was used in training two quadratic discriminant 
functions for the prediction of poly(A) signals. The program 
named Erpin, introduced by Legendre and Gautheret, utilized 
2-gram position-specific nucleotide acid patterns to analyze 
the -300- +300 nt sequences flanking the candidate PAS [7]. A 
generalized hidden markov model (GHMM) was applied to 
extract sequence characteristics in C.elegans 3’ end [8]. In 
2006, Cheng et al. presented a method based on support vector 
machine by using 15 cis-regulatory elements, obtained by the 
program PROBE [9-10]. In 2009, Akhtar et al. developed a 
program called POLYAR classified the polyadenylation sites 
into three classes (PAS-strong, PAS-weak and PAS-less, 
respectively) [11]. In 2012, Kalkatawi et al. developed a 
program called Dragon PolyA Spotter based on artificial 
neural networks (ANNs) and random forest (RF). Dragon 
PolyA Spotter achieved higher sensitivity and specificity than 
other predictors by using thermodynamic, physico-chemical 
and statistical characteristics of -100 nt to +100 nt genomic 
sequences around the PAS [12]. 

 

Figure 1.  Schematic representation of poly(A) site and polyadenylation 

configuration [4]. 

Although current tools have achieved moderate sensitivity 
and specificity, there is still room for improvements. To date, 
the optimization of neural network has drawn much attention 
in recent years and much work has been fulfilled on training 
neural network by using genetic algorithms.  Quite a number 
of these hybrid models have been successfully employed to 
overcome the inherent limitations of the back propagation (BP) 
neural network [13-16]. But seldom work has been done on 
applying the hybrid models for the prediction of poly(A) 
signals. Thus, we hybridized real-coded genetic algorithm 
(GA) with the BP neural network. The principle component 
analysis (PCA) was adopted to reduce the dimension of the 
feature space. Compared with ANNs trained by BP algorithm, 
our model achieves higher sensitivity and specificity. 
Furthermore, our algorithm also reduces the possibility of 
trapping at a local optimum.  
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II. METHODS 

A. Datasets 

In this paper, we trained and tested our classification 
model by the data sets constructed by Kalkatawi et al. [12]. 
We selected 5,000 sequences both from the negative 
AATAAA and positive AATAAA folder randomly. Then we 
truncated all sequences flanking AATAAA motif by 100 
nucleotides upstream and 100 nucleotides downstream. 
Furthermore, each sequence contains 200 bases as the 
AATAAA motifs of all those sequences were deleted. The 
training data set, in which the positive and negative sequences 
are distributed evenly, contains 5,000 sequences. And the 
testing data set was built the same as the training data set. 

B. Feature Generation 

K-gram nucleotide acid pattern is simply a pattern of k 
(k=1, 2, 3…) consecutive letters. For instance, CA is a 2-gram 
nucleotide acid pattern and CAG is a 3-gram nucleotide acid 
pattern. The length L of the scanning region must be 
determined at first, and then the k-gram pattern is scanned one 
by one from the first position to the L-k-1 position of the 
scanning region. At last, the relative frequency of each k-gram 
pattern is calculated respectively. In this paper, the nucleotide 
frequencies of k-gram (k=1, 2, 3) were calculated after 
extraction from both upstream and downstream regions. In 
addition to these, we also used the frequency of T nucleotide 
in the upstream and downstream regions, as well as G 
nucleotide frequency in the downstream region of poly(A) 
signal [12], Thus, total 87(=4+16+64+1+1+1) features were 
generated. 

Position weight matrices (PWMs) have been widely used 
to describe the base conservative level near poly(A) sites [5]. 
To construct PWMs, the upstream and downstream regions of 
poly(A) sites were divided into 19 pieces respectively. Each 
piece has 10 nucleotides with overlap of 5 nucleotides, i.e. 
0~+10, 5~+15, … The PWMs used 1-gram frequencies were 
calculated for both positive and negative samples. In this way, 
76 features were extracted. 

Increment of diversity (ID) can be used to measure the 
diversity of two data resources [17-18]. We introduced the 
scalar ID 
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We set each sequence both in the training and testing data 
sets as the X and set the positive and negative sequences of the 

training data set as the Y separately. Among them, in , im  

were the absolute frequencies of 3-gram nucleotide acid 
patterns. 

C. Principle Component Analysis 

As the dimension of the feature space is large, the 
components of the feature space may be highly correlated. 
Thus, we employed the method of PCA to solve this problem. 
PCA is a quantitatively rigorous method for reducing the 
dimension n of the input space. The process of PCA is 
composed of four steps: In the first step, subtract the mean 
from each dimensions of the original feature space. In the 
second step, the covariance matrix is calculated by the matrix 
derived from the data generated by the first step. In the third 
step, the eigenvalue of each eigenvector of covariance matrix 
is calculated and saved in descending order. At last, project the 
original feature space to the new space calculated by 
covariance matrix. The maximum amount of information is 
transmitted by the eigenvectors of the first m larger principal 
components. 

D. Methods and steps combining GA with BP 

Training neural network with BP algorithm has good local 
searching ability. However, it is easy to fall into the local 
optima and even more sophisticated quasi-Newton methods 
such as Levenberg-Marquardt offer little improvement. As it 
is shown in [19], 3-layer neural network can approximate any 
complex nonlinear function. So the neural network used in this 
paper has only 3 layers. The tangent function was adopted to 
transfer the values from the input layer to the hidden layer, 
whereas the values from the hidden layer to the output layer 
were transferred by the linear transfer function. Furthermore, 
the output layer had two neurons which represent the positive 
and negative sequence respectively. In contrast to BP 
algorithm which searches the weight space from one point to 
another, the genetic algorithm moves from one set of weights 
to another set. As the algorithm simultaneously searched in 
many directions, the search was directed toward the area of the 
best solution. Thus, hybridizing GA with BP for neural 
network training can take advantages of each algorithm: the 
GA (with its global search) determines a sub-optimal weight 
space, and BP (with its local search) seeks the best solution in 
the area of the weight spaces found by the GA. 

The GA-BP algorithm is difficult to reach convergence 
due to there are too many design variables in the feature space. 
Thus, a real-coded genetic algorithm was applied to solve the 
problem. The algorithm combining real-coded GA with BP 
neural network mainly had three steps: firstly, a population of 
“individuals” was generated and the fitness of each individual 
was measured by calculating the value of total mean square 
error. The evaluation rule of individuals was “LOWS-BEST”. 
Secondly, selection, crossover and mutation operations were 
applied according to the fitness of each individual. Individuals 
were selected on the basis of their relative fitness after ranking 
in the roulette wheel operator and saved as the intermediate 

3512



  

population. Thirdly, arithmetic crossover and non-uniform 
mutation were applied to the intermediate population. In this 
way, the population of the next generation was generated. The 
evolution stopped when the iteration satisfied the predefined 
termination criterion. At last, we set the optimal connection 
weights and bias to the neurons of the neural network and used 
BP algorithm to adjust the final weights and bias. 

III. RESULTS 

In order to test the performance of our model, firstly we 
generated a feature space by using the data sets mentioned in 
section 2. Thus, 165(=87+76+2) features were created in our 
original feature space. As the dimension of the original feature 
space was too large and certain variables offered little 
information for the prediction, we processed the original 
features with PCA. After carefully experiments, compared 
with the original algorithm without using PCA, the parameters 
(SN, SP, ACC) almost remain the same. Features that 
contributed less than 1% to the total variation in the data set 
were eliminated and 24 orthogonal features were generated in 
the final feature space. The real-coded genetic algorithm was 
operated with a population size of 50. Uniform crossover and 
mutation probabilities were set as 0.9 and 0.1 respectively. In 
order to find the global optimum, the evolutional generation of 
the GA was set as 50 followed by a BP training procedure. The 
learning coefficient of BP training algorithm was set as 0.01. 

Table 1 shows the comparison between the GA-BP and BP 
neural networks: TP, FP, TN, FN are the numbers of true 
positives, false positives, true negatives and false negatives, 
respectively. SN is the sensitivity, and SN=TP/(TP+FN). SP is 
the specificity, and SP=TN/(TN+FP). ACC is the accuracy, 
and ACC= (TP+TN)/(TP+FP+TN+FN)×100%. It could be 
seen that the prediction performance of GA-BP algorithm is 
higher than that of BP algorithm. Besides, the receiver 
operating characteristics (ROC) curves of these two methods 
are shown in Fig. 3. ROC plot of GA-BP algorithm indicates 
the high accuracy of this model. 

TABLE I.  COMPARISON BETWEEN GA-BP AND BP NEURAL 

NETWORKS 

 BP GA-BP 

Sensitivity (SN) 82.03% 83.01% 

Specificity (SP) 80.33% 82.95% 

Accuracy (ACC) 81.18% 82.98% 

IV. DISCUSSION 

In this paper, we has proposed a GA-BP model for the 
prediction of human poly(A) signals. Using PCA, the 
dimension of the feature space was effectively reduced at 
beginning. The performance of prediction by the GA-BP 
model is better than the one of the standard BP neural network. 
The experiments support the hypothesis that the GA-BP 
model can take both advantages of the two algorithms.  

The GA strategy was only used to optimize the initial 
network weights and the network structure was determined by 
experience. Further work could focus on the optimization of 
neural network structure with GA strategy for the prediction of 
ploy(A) signals . 

 

Figure 2.  The receiver operating characteristics (ROC) curves of 

GA-BP and BP neural networks 
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