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Abstract— There are 16 morphologically defined classes of
rats retinal ganglion cells (RGCs). Using computer simulation of
a realistic anatomically correct A1 mouse RGC, we investigate
the effect of the cell′s morphology on its impulse waveform,
using the first-, and second-order time derivatives as well as the
phase plot features. Using whole cell patch clamp recordings,
we recorded the impulse waveform for each of the rat RGCs
types. While we found some clear differences in many features
of the impulse waveforms for A2 and B2 cells compared to other
cell classes, many cell types did not show clear differences.

I. INTRODUCTION

Retinal ganglion cells (RGCs) have been categorized into

morphological classes in a number of species, including rats

[11], cats [2], monkey [6] and rabbits [16]. The classification

criteria commonly used are the soma and dendrites size, den-

dritic field diameter and angle of the dendritic stratifications.

The similarities in the intrinsic electrophysiology between

homologous morphological classes in different species (cats

and rats) have been explored in [21]. The correspondence

between morphological and electrophysiological classifica-

tion has been explored in [15], [20]. How the morphological

properties of mice RGCs relate to the stratification pattern of

the dendrite is explored in [5]. There are 16 morphologically

defined classes of rats RGCs [11]. The focus of this paper

is upon the analysis of rat RGCs.

The action potential waveform in many neurons consists of

several components, that can be determined by examining the

first- and second-order derivatives of the membrane potential

[3], [13], [14]. In this paper we focus on this technique as

an objective method to analyze the impulse waveform for

different morphological RGCs types. In addition, we analyze

the features of the phase plot, which shows the rate of change

of the membrane potential against the membrane potential

itself. It has been shown that for recordings made at the soma,

the first peak in the second-order derivative arises from the

axonal spike arriving at the site of the recording; the time

between the first and the second peak in the second-order

derivative corresponds to the time it takes to fully activate

somatic sodium channels (time to charge soma capacitance).

The second peak in the second-order derivative corresponds
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to the maximal recruitment of somatic sodium channels [3],

[13], [14].

Phase plot analysis allows to measure the subtle differ-

ences in the impulse waveform, such as the initial segment-

soma/dendritic break (ISSD), that correspond to the early

rising phase of the action potential. When the recording is

made at the soma, the presence of the ISSD in the phase

plot indicates that the impulse was initiated at a region

neighboring to the soma that has a lower threshold [4]. The

shallow phase plot usually suggests that the action potential

initiation site is at the soma rather than at the axon initial

segment. The site of action potential initiation is an active

area of research [10], [12]. The ISSD break is a purely

electrotonic effect at the soma due to the lower threshold

of the axon initial segment [8].

How the sodium, potassium, and calcium voltage-gated

channel density in different morphological compartments,

electrotonic current and temperature affect the features of

the phase plot is explored in [8], [17]. In this paper, we

investigate the effect of a RGC′s morphology on its im-

pulse waveform using computer simulation of RGCs that

are anatomically correct. In addition, using experimental

recordings from 90 rat RGCs, we investigated the effect of

the morphology of different classes RGCs on some features

of their impulse waveforms.

II. METHODS

A. Simulation

The multicompartment mouse RGC structure was obtained

from the NeuroMorpho database [1]. It was shown that mice

and rats cell types are similar [13]. The cell was classified as

A1 based on the soma and dendritic diameter, soma shape,

dendritic stratification and length. The membrane properties

were described using Hodgkin-Huxley type equations:

Cm
dV

dt
= IL+INa+ICa+IK+IK,A+IK(Ca)+Istim, (1)

where V is the membrane potential, Cm is the specific

capacitance of the membrane, and Istim is intracellular stim-

ulation current. Leak (IL), sodium (INa), calcium (ICa), de-

layed rectifier (IK), A-type (IK,A), and Ca-activated (IK(Ca))

potassium currents had dynamics as described by [9]. All

parameters were taken as in [9]. The effect of the following

parameters on the phase plot was investigated:
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• Sodium channel band (SOCB) location: SOCB distance

from the soma was varied from 15 to 80 µm in 15 µm

steps.

• Base potassium conductance (ḡK): ḡK in the soma was

increased from the soma from 0.03 to 0.1 S/cm2 in

0.007 S/cm2 steps. Potassium conductance in all other

compartments varied in the proportion of the soma

conductance as discussed in [9].

• Potassium conductance in the dendrites. According to

[9], ḡdendritesK = 0.5Kḡsoma
K , where K = 1. In this

study, K was varied from 0.15 to 1.5 S/cm2 in 0.15

S/cm2 steps.

• Sodium (ḡNa) conductance in the dendrites. According

to [9], ḡdendritesNa = 0.5Nḡsoma
Na , where N = 1. In this

study, N was varied from 0.15 to 1.5 in 0.15 S/cm2

steps.

The first- and second-order time derivatives of the membrane

potential were calculated at each time point. The derivatives

were calculated using the central difference algorithm. The

ISSD break was defined as the point in the first-order deriva-

tive where the second-order derivative reaches a minimum:

ie. the point in the phase plot where the gradient is a

minimum. The trough refers to the trough in the second-

order derivative between the two peaks (the lowest part

of the second-order derivative wave). Refer to Fig. 1 for

graphical interpretation. Cells responses were simulated in

the NEURON environment (Hines 1993). Data was analyzed

in Matlab.
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Fig. 1. Graphical interpretation of the data used for analysis. a) Experi-
mentally recorded membrane potential of an A2i (inner) cell, b) First-order
time-derivative of the membrane potential, c) Second-order time-derivative
of the membrane potential, d) Phase plot. A1, A2 and B two peaks and a
trough in the second-order derivative used for analysis. C1, C2 two peaks
in the phase plot used for analysis.

B. Experiments
Whole-cell current clamp recordings from 90 RGCs were

obtained using procedures described previously [15], [20].

Data was obtained from Long Evans rats aged between 3

and 15 month. Recordings were made at room temperature.

Physiological data were acquired at 20kHz using custom

software developed in LabView (National Instruments). Cells

were excluded from analysis if they exhibited markedly in-

consistent responses to stimuli, or if their morphological clas-

sification could not be reliably ascertained after performing

the immunocytochemistry. Filled RGCs were reconstructed

in 3D with a confocal microscope (Zeiss PASCAL) and

classified morphologically into morphological types accord-

ing to the criteria described in [11], [18]. The number of

cells used for analysis and number of recordings for each

morphological class is shown in Fig. 2. RGCs responses

Fig. 2. Number of cells used for analysis (blue) and number of recordings
(red) for each morphological class.

were tested with a series of depolarizing current steps of

400 ms duration. Spontaneous spikes or spikes evoked by

just-threshold current were used for analysis. If a spike was

elicited leass than approximately 100 ms after the current

injection time, the data for such recording was discarded.

This protocol was used because in this case it was difficult

to judge if a spike was elicited by the threshold current

(therefore may be similar in shape to a spontaneous spike) or

this was a spike elicited by a current injection and therefore

had distinct properties from the spontaneous spike. For each

of the recordings the following was analyzed:

• The amplitude and time of the trough between the peaks

in the second-order derivative.

• The difference between the first peak and the trough in

the second-order derivative.

III. RESULTS

A. Simulation
Sodium channel band (SOCB) location. Fig. 3.a shows

that as the SOCB moves away from the soma, the ISSD break

becomes more pronounced, resulting in a larger ISSD break

with a deeper trough between the two peaks in the phase plot.

Fig. 3.b shows an emergence of an initial peak with a deeper

trough between the two peaks in the second-order derivative

as the distance of the SOCB from the soma is increased.

Similar result was shown experimentally in [13]. This occurs

because there is a larger number of sodium channels between

the soma and low threshold region as the SOCB is moved

away from the soma. This results in a larger initial current

invading the soma at the onset of the action potential.

Base potassium conductance. Fig. 4.a shows a deeper

trough between the two peaks, a lowering of the maximal

peak, and a higher peak in the re-polarizing phase in the

phase plot with increasing conductance of potassium in the

soma. Fig. 4.b shows a deeper trough between the two

peaks in the second-order derivative when the potassium

conductance in the soma is increased. This occurs because

there is a larger number of potassium channels being acti-

vated during the onset of the action potential (as the action
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potential reaches approximately -30 mV) that inhibits the

depolarization of the cell, resulting in a lower trough in the

two plots and a lower maximal peak in the phase plot. A

larger number of potassium channels also results in a faster

return to the resting potential in the re-polarizing phase of

the plot. As a result, the spike width (spike width at half

height) becomes shorter.

Dendritic potassium conductance. Fig. 5.a shows a

reduction in the maximal peak and the emergence of a

trough between the ISSD break and the maximal peak in

the phase plot with increasing concentration of potassium in

the dendrites. Fig. 5.b shows a large reduction in the maximal

peak and the emergence of the initial (small) peak.

Dendritic sodium conductance. Fig. 6.a shows an in-

crease in the maximum peak of the phase plot when the

conductance of sodium in the dendrites is increased. The

second-order derivative shows a large increase in the max-

imal peak and the disappearance of the initial peak when

the conductance of sodium in the dendrites is increased.

The maximal peak becomes much larger, and the first peak

disappears entirely, refer to Fig. 6.b.
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Fig. 3. The effect of the SOCB location on a) the phase plot, and b)
the second-order derivative. Traces change from blue to red as the SOCB
distance from the soma changes from 15 to 80 µm in 15 µm steps.
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Fig. 4. The effect of the base potassium conductance value in the soma on
a) the phase plot, and b) the second-order derivative. Potassium conductance
in all other compartments varied in the proportion of the soma conductance
as discussed in [9]. Traces change from blue to red as ḡK in the soma is
increased from 0.03 to 0.1 S/cm2 in 0.007 S/cm2 steps.

B. Experiments
We found that some morphological classes have some

features in their impulse waveforms that are distinct from

other classes. A comparison of the phase plots for two cells

that have ISSD break and those that do not is given in Fig. 7.

Due to space constraints, we present data on the amplitude of

the trough in the second-order derivative only. Fig. 8 shows

the amplitude of the trough in the second-order derivative

for different classes of RGCs. This histogram is informative

of the ISSD break. If the trough in the second derivative

reaches zero or is below zero, then the ISSD break becomes
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Fig. 5. The effect of the potassium conductance value in the dendrites
on a) the phase plot, and b) the second-order derivative (b). Traces change
from blue to red as the ḡK in the soma is increased.
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Fig. 6. The effect of the sodium conductance value in the dendrites on a)
the phase plot, and b) the second-order derivative (b). Traces change from
blue to red as the ḡNa in the soma is increased.

visually well defined (that is if the first peak is also present).

If the trough is above zero, then it becomes harder to see the

ISSD break. Note a large positive amplitude of the trough

for A2 cells. The difference between the first peak and the

trough in the second-order derivative is given in Fig. 9 that

shows that B2 cells have a clear distinction from all other

cells except A2i.

Fig. 7. Phase plot for two cells with the ISSD break (a2o, c4i) and those
without (c3, d2). Horizontal axis: membrane potential [mV], vertical axis:
first-order derivative of the membrane potential [mV/ms]

IV. DISCUSSION AND CONCLUSION

Using computer simulation of a multicompartment mor-

phologically correct A1 mouse cell, we investigated the

effects of the cell′s biophysical properties on its impulse

waveform. we found that the ISSD break becomes more

pronounced as the SOCB moves away from the soma. This

result may lead to the prediction of the location of the

SOCB based on the recordings of the impulse waveform.

We analyzed experimentally recorded membrane potential

data for different morphological classes of RGCs. While

we found some clear differences in many features of the

impulse waveforms for A2 and B2 cells compared to other

cell classes, many cell types did not show clear differences
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Fig. 8. The histogram of the amplitude of the trough in the second-order
derivative for different classes of RGCs.

Fig. 9. The histogram of the normalized difference between the first peak
and the trough in the second-order derivative.

and the error bars were large. This may be due to a sample

size.

In simulation, we found that potassium channel con-

centration changes in the soma and in the dendrites have

different effects. While changing potassium conductance in

the soma has only small effects on the phase plot, changing

dendritic potassium concentration has dramatic changes in

the maximum peak, trough and shape of the phase plot.

The higher the dendritic potassium concentration is, the

longer the cell takes to respond (refer to the time difference

between peaks in second derivative, and the amplitude of the

second peak in the second derivative in Fig. 5). Similar to

potassium concentration changes in dendrites, the sodium

conductance changes in the dendrites have a large effect

on the maximum peak in phase plot. This may imply that

dendritic electrophysiology may have a large effect on the

impulse waveform.
In simulation, we found that the ISSD break becomes more

pronounced in the phase plot with the increased distance of
the SOCB from the soma. This result was shown experi-
mentally in [13]. This is due to the fact that if the initial
segment is far enough from the soma results in the local
channels being not involved before the spike invades the
soma. Based on the timing and amplitude of two peaks in the
second-order derivative of the membrane potential, it may be
possible to cluster cells based on the features of the ISSD
break. Since the features of the ISSD break correspond to
the site of the action potential initiation, this may lead to the
classification of the cells based on the impulse initiation site.

This may have important implications for a visual prosthesis,
such as finding a stimulation strategy to activate cell types
selectively.
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