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Abstract² This paper presents an assistive patient mobile 

system for hospital environments, which focuses on 

transferring the patient without nursing help. The system is a 

combination of an advanced hospital bed and an autonomous 

navigating robot. This intelligent bed can track the robot and 

routinely navigates and communicates with the bed. The work 

centralizes in building a structure, hardware design and robot 

detection and tracking algorithms by using laser range finder. 

The assistive patient mobile system has been tested and the real 

experiments are shown with a high performance of reliability 

and practicality. The accuracy of the method proposed in this 

paper is 91% for the targeted testing object with the error rate 

of classification by 6%. Additionally, a comparison between 

our method and a related one is also described including the 

comparison of results.   

I. INTRODUCTION 

The hospital bed plays an important role for the patient 
during their entire stay in hospital. It not only helps the 
patient to be comfortable while receiving medical treatment 
but also the best must be mobile within hospital 
environment. In recent years, the emergence of advanced 
technologies makes the hospital bed more flexible and extra 
functions have been added to assist patient movements. This 
is called an intelligent bed. Improving the hospital bed, 
therefore decreasing the physical demands of nursing work, 
is the main target which researchers have been focusing on. 

 One aspect of this research is the design of a multi-
functional bed which assists bedridden patients to change 
their positions without nursing help [1]. Normally, to adjust 
the bed posture, the nurse does it by herself. By using an 
intelligent bed the patient has control without the need for 
training and assistance, [2] which gives a solution to this 
problem. However, both systems still require nursing help if 
the patient is to be moved from one room to another. Our 
research approach focuses on decreasing this nursing support 
by developing a smart bed, specifically for transporting the 
patient within the hospital environment.   

With this approach, our design is called an assistive 
patient mobile system (APMS). This system is a 
combination of a hospital bed and an autonomous robot ± 
named Turtlebot. The Turtlebot automatically navigates in 
the clinical environment and works as a guide for the 
intelligent bed which follows the robot. Based on our related 
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work on the intelligent wheel chair [3], the system structure 
of the hospital bed is designed to operate as a semi-
autonomous bed. 

To achieve this goal, object detection methods need to be 
considered and applied. There are many different types of 
objects in the hospital environment such as: humans, 
wheelchairs and various obstacles including the Turtlebot. 
Thus, distinguishing the types of objects is essential to let 
the intelligent bed follow the target. Moreover, object 
detection also affects the obstacle avoidance process which 
is necessary to any mobile system.   

Various approaches to object detection in robot following 
target algorithms have been proposed such as using voice 
recognition sensors, infrared cameras, and CCD cameras. In 
[4], face detection is applied for tracking a person based on 
camera vision which generates a robust measurement of the 
SHUVRQ¶V� GLVWDQFH� IURP the robot by considering 16 sonar 
scans and tactile sensor readings. Another approach is a 
combination of a sonar ring of sensors, laser range sensor 
and vision camera which increases the feasibility of the 
robot to follow a human in a smoky environment [5]. Two 
methods in [4], [5] also have their own advantages, however, 
their systems are expensive and it would be a substantial 
increase in cost if one of these methods were applied to our 
system. With the purpose of robot detection, using only a 
laser range finder is enough for our approach.   

There are several object detection methods based 
exclusively on the laser range finder. Recently, a study [6] 
suggested a method based on three features of the object 
using Support Vector Data Description (SVDD) to construct 
the boundary of the data set regarding to its features. Using 
this method, it is time consuming to build the boundary for 
the data set. The larger the data set, the longer the SVDD 
method takes to process. Moreover, its shape contour is 
sensitive to generate. Instead of using SVDD, we applied a 
Gaussian Distribution Method (GDM) to build a new robot 
detection algorithm for this study.  

In this paper, we propose a new assistive patient mobile 
system for a hospital context. A modified robot detection 
algorithm is applied to control the intelligent bed in order to 
follow a guide robot in the hospital environment. The paper 
is organized as follows. In section II, the APMS structure 
will be discussed and advanced robot detection method will 
be introduced in section III. Experimental results will be 
shown in Section IV. The last section will illustrate our 
conclusion.   
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II. SYSTEM DESIGN AND DETECTION METHOD 

A. System design 

There are two main parts in the assistive patient mobile 

system. The first one is a semi-autonomous mobile system 

with the hardware overview and the second one 1s an 

autonomous robot named Turtlebot shown in Fig. l. 

The hospital bed: the central processor system is the 

combination between an ARM 32bit embedded system and a 

PC, which is Mac Mini. RS232 and USB connection are 

used to connect both of them. With the purpose of allowing 

the patient to interact with the system, our structure has been 

designed to receive the commands from the user through 

iPad, Joystick and button pad. In addition to the wheel 

encoders to measure the position of the mobile device, a 

laser range finder URG-04LX is used to measure the 

distance of background and foreground subjects. The URG-

04LX which can provide accurate range data, high 

resolution, and high speed streaming data will be used in this 

study. There is an open board named Phiget 888 for 

obtaining parameters from a set of optional sensors. A quad 

KTA198 board and HDC2450 controller are used to control 

the low-level components of the mobile device. 

Command 

Follow 

Gyroscope sensor 

Environment 

TURTLEBOT - A 

User Intention 

IPAD I Butto n Pad I 
r _____ J _______________ t _________________ J __________ , 

r --------------------------- 1 

Shared contro l ..---­

part 

Autonomous 

part 

L -----------------_S~~~·c:r: ----J 

Mac Mini 

----~~:;;;--i---------- ---------~~~-------------

Laser range finder 

KEIL MCB2300 URG-04LJ< 

KTA198 Environment 

Phiget 888 

Sensors 

HDC2450 

HOSPITAL BED - B 

Fig.1.The system structure 

The hospital bed is designed based on achievement of our 

previous system: the intelligent wheelchair [3]. It is a semi­

autonomous system. In general, a semi-autonomous system 

consists of two main parts: shared control part and 

autonomous part. Different from a fully-autonomous system, 

shared control part of a semi-autonomous system allows 

users to communicate with the system through commands 

from users and autonomous part to reach decisions. With this 

type of system, the hospital bed can receive commands from 

users through various kinds of interfaces (i.e. ipad, joystick, 

button pad) and now from Turtlebot by assembled 

programmmg. The program of APMS is built on 

Labwindow/CVI 2010. 

Hospital bed Turtle bot 

Fig.2.The hardware system 

The Turtlebot: works as a guidance robot, and can 

autonomously navigate with SLAM algorithm. This robot is 
integrated with an !Robot Create, a notebook with l .3GHz 

Dual Core Processor and Kinect camera. The Turtlebot 
transmits and receives information with the mobile device 

robot through WiFi. 

Our hardware system is shown in Fig. 2: the hospital bed, 

the laser range finder URG-04LX installed on the bed and 
the Turtlebot. 

B. Detection method 

As the Turtlebot has the shape of a cylinder with the 

constant parameters of radius (160 mm) and height (400 
mm), circle detection is applied for Turtlebot detection. 
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Fig.3. Scan points and features of the Turtlebot 

URG-04LX Laser range finder (LRF) is used for this 

application. The resolution scan angle of LRF is 1.08° which 
means there are 1 71 points received from LRF every scan. 

Data from laser range finder is the set of points and distance 
between these points and LRF. As LRF scan on one plane, 

one part of the circle is detected from LRF. Therefore, to 
detect the circle we identify the arc in Turtlebot which is 

seen by LRF. Basing on [ 6] we define four features of the 
Turtlebot including: W, D, H, G (Fig.3). According to [6], 

four features are defined below: 
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• D is defined as the distance between two nearest 

points: 

• 

• 

• 

D = P,P,+1 (1) 

G is the girth of the Turtlebot which is defined by 
the following equation: 

G = Ll=l P,P,+1 (2) 

W is the distance between the start and end point of 

the cluster point of the Turtlebot and defined by the 
following equation: 

W = P1 Pn (3) 

H is the biggest distance between one point of the 
point cluster to the line of the start and end point of 

this: 

H = max ' ' (l
a.xp.+b.yp.+cl) 

,/a2+ b2 (4) 

Where a, b, c are parameters of the line equation 

through the start and end points of the point cluster 
of the Turtlebot. 

In this study, we aim to investigate the correlation 
between three features G, W, Hof the Turtlebot. The objects 

are divided as Turtlebot or non-Turtlebot. We will classify 
the data belonging to Turtlebot or non-Turtlebot objects. The 

target class is the Turtlebot and the outlier is the non­
Turtlebot. One of the popular, simple and effective 

classification methods is the Gaussian distribution method 
[7]. For our study, we assume that the density estimate 

avoided and just applied the Mahalanobis distance m our 

problem [8]: 

The classifier is defined as: 

h(x) = ftarg_et 
lout lier 

(5) 

if F(x)::::: e 
if F(x) > e 

(6) 

The mean µ and the covariance matrix I are sample 

estimation of data x. The threshold e is set according to the 

target error. 

W·e· e-H· 
We set up two normal data xi ' ' and xj 

1 1 of features 

(W;, G;) and( Gj, Hj ), respectively. Basing on the Gaussian 

distribution, we build two boundaries for two data, 

Bwe,BeH· 

C. Robot detection algorithm: 

The robot detection algorithm combines three steps in 

which step 3 includes a for loop where conditions if then 

must be obeyed in order. 

• Step 1 - LRF data acquisition and calculation: 
Calculating the position of points in coordinate 

(X,Y), the centre of the coordinate is the position of 
LRF. 

• Step 2 - Pre-processing: foreground data will be 
kept after using a background subtraction algorithm 

[9] and then is clustered by feature D. After that, N 

clusters (C) are created from foreground data. N is 
the number of clusters which is collected after 

• 

clustering foreground data. Wb Gk and Hk are 
features of cluster Ck with k E N. 

Step 3 - FOR k = 1 TO N 
IF (Wk, Gk) E Bwe THEN 

IF (GklHk) E BeHTHEN 

Ck= TURTLEBOT 

ENDIF 

ENDIF 

END FOR 

III. RESULTS 

For initial setting up, the distance between the laser range 
finder and the Turtlebot is lOOO(mm) with the variable range 

of 10%. We conducted the robot detection algorithm in an 
experimental environment with two other objects, a human 

leg and a trash can which also are popular in indoor 
environments. Assuming that, the trash can has the radius of 

140(mm) and height of 400(mm) and human leg is of a male 

wearing a long trouser. All experiment results are calculated 
basing on 750 samples with the distance of lOOO(mm) ± 

10% from the laser range finder. The distribution of 3 
features W, G, His presented in Fig.4 

100 

D Trash can 

* Turtle bot 

o Human leg 

80 . .. • 

0 

20 

100 

Feature W 100 400 Feature G 

Fig.4. Distribution of 3 features 

Applying Gaussian distribution method for 200 Turtlebot 

samples (x;v;e;). The Mahalanobis distance is given by [6]: 

(Wi) O'ee O'ew T 
F G = (de., dw.)(~ ~ )(de., dw.) 

i ! ! uwe uww ! ! 
(7) 

de; = G; - Gmean and dw; = W; - Wmean (8) 
200 200 

G = Li=1 e; and W - Li=1 w; (9) 
mean 

200 
mean 

200 

Changing the threshold e from 0.2 to 0.05 with step of 

0.05, we got 4 contours (1, 2, 3, 4) respectively. We use 100 
samples of Turtlebot data to test the accuracy of algorithm. 

The result of this test is shown in Fig.5. The contour (4) 
achieved the highest percentage of 95% and the contour (1) 

obtained the lowest of 63%. Similarly work of the 

boundary Bwe, the results of the boundary BeH are 98% and 
73% for contour 4 and 1, respectively. Again, we test with 
100 samples of non-Turtlebot and the results of testing the 

false positive rate of this method are described in Table I 
where the false positive rate is the proportion of the number 

of non-Turtlebot testing data inside the boundary and the 
total number of non-Turtle bot testing data. 
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TABLE I. THE FALSE POSITIVE RATE OF NON-TURTLEBOT 

DETECTION 

Contour 4 

Bwc 1% 

Br.u 3% 
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Fig.6. A comparison between SVDD and GDM at error rate of 16% 
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Fig.7. Correlation between false negative and false detection rate of 

classifiers 
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For comparison, we ran two methods in parallel, GDM 
and SVDD at the same false negative rate of 16% (as shown 

in Fig. 6). The false negative rate here is the proportion of 
number of target data outside the boundary and total number 

of target data. The graph indicates that the boundary 
generated by GDM is larger than that generated by SVDD, 

which means it has a higher ability to cover more data. 

Figure 7 shows the correlation between a false negative 

rate and a false detection rate of classifier, where the false 

detection rate is the proportion of number of Turtlebot 

testing data outside the generated boundary and total number 

of Turtlebot testing data. The result demonstrates that GDM 
gives a lower false detection rate compared to SVDD. The 

false negative rate of GDM is increased gradually regarding 
the increase of the false negative rate, while SVDD releases 

a high and unstable false detection rate depending on the 
training process of mapping. GDM allows adjusting false 

negative rate flexibly and can achieve higher accuracy and is 
more reliable than SVDD. It can be seen from Fig.7 that by 

GDM, a false negative rate at 6% got the lowest false 
detection rate of 9% which means the accuracy of our study 

in Turtlebot detection is 91 %. We concluded that the best 

threshold of false negative rate e for our method is 6%. 

IV. CONCLUSION 

We have designed a new system by combining the 

hospital bed and the Turtlebot with the purpose of assisting 

patients when moving in a hospital environment. An 

improved robot detection algorithm has also been developed 

in this paper. Experimental results show that the proposal 

algorithm can detect 3 different objects with accuracy rate of 

91 %. Our feature research will focus on developing an 

advanced real-time control strategy for the hospital bed to 

guarantee the stability of the overall system and perform 

intelligent tasks such as object following, obstacle avoidance 

and sharing control in various environments. 
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