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Abstract— Non-invasively recorded averaged event-related 

potentials (ERP) represent a convenient opportunity to 

investigate human brain perceptive and cognitive processes. 

Nevertheless, generative ERP mechanisms are still debated. 

Two previous approaches have been contested in the past: the 

added-energy model in which the response raises independently 

from the ongoing background activity, and the phase-reset 

model, based on stimulus-driven synchronization of oscillatory 

ongoing activity. Many criteria for the distinction of these two 

models have been proposed, but there is no definitive 

methodology to disentangle them, owing also to the limited 

information at the single trial level. Here, we propose a new 

approach combining low-noise EEG technology and 

multivariate decomposition techniques. We present theoretical 

analyses based on simulated data and identify in high-frequency 

somatosensory evoked responses an optimal target for the 

distinction between the two mechanisms. 

 

I. INTRODUCTION 

 

Event-related potentials/fields are neurophysiological 

responses detectable non-invasively with EEG/MEG. These 

evoked responses (ERs) are generated contingent upon a 

sensory, motor or cognitive event that triggers one or more  

brain areas to respond, producing an electromagnetic 

signature detectable at the scalp. This relation between 

stimulus and ERs allows the investigation of underlying 

sensorimotor or cognitive processes through the analysis of 

temporal, spectral and spatial ER features. Nevertheless, 

even if the brain structure generating the scalp potential can 

be localised, it remains to be clarified how the stimulus or 

event is processed locally. 
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II. METHODS 

A. Simulation 

 

We simulated EEG recordings for 29 channels, computed as 

the forward projection of N = 500 dipoles. We computed 

two sets of simulations, one for the added-energy and one for 

the phase-reset model. Each single trial was considered to 

have 100 ms duration, sampled at 5 kHz, with 50 ms 

prestimulus, 50 ms poststimulus. For the generation of noise 

we used N-1 uncorrelated dipoles mimicking 1/f type of 

noise, filtered in the frequency range of interest (400-800 

Hz). The dipoles have random spatial location and 

orientation with respect to the scalp. Importantly, this type of 

noise produces spatial correlations in sensor space. The 

signal of interest was a pure sinusoidal 600 Hz oscillation, 

raising with zero phase at the stimulus onset, lasting 50 ms 

and ranging between -1 and 1. The prestimulus interval was 

set to zero amplitude in the case of added-energy model, and 

at a random phase in case of phase-reset model.  

The forward model can be written as 

 

SMX   

 

where X, shaped (t x k) is the signal detected on the scalp, 

with t samples and k channels; M, shaped (k x N) is the 
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forward-model lead field matrix, with each column 

expressing a specific spatial pattern: the first relative to the 

source pattern, and the others to the noise contribution. All 

lead field matrix columns were normalized to unitary 

standard deviation. S, shaped (t x N) is the signal in the N-

dimensional source space, with the first source fixed for all 

trials, and all the others left to vary randomly, in order to 

resemble an ongoing background activity.  

Parameters of the simulation were: i) the SNR calculated at 

the scalp level as the ratio between the root mean square 

(rms) of the source projection and the mean of the rms of the 

N-1 random dipoles projections. The SNR was tuned to vary 

between 0.01 and 1; ii) the number of trials, ranging between 

a minimum of 10 and a maximum of 2000. For each iteration 

the SNR and the number of trials was kept constant. The 

simulation results are computed as the mean values of 20 

iterations, for each combination of SNR and number of trials. 

 

B. Recordings 

 

SEP measurements were performed in three healthy subjects, 

inside an electrically and magnetically shielded room 

(Vakuumschmelze AK3b). Sintered Ag/AgCl ring electrodes 

were placed using a fabric cap with holders at positions 

according to the 10/20 system. 29 EEG electrodes were 

distributed over the scalp. The reference was placed on the 

nasion, and ground on left cheek. The impedances at all 

electrode–skin interfaces were carefully prepared using 

standard abrasive paste until for all electrodes values at or 

below 1 kΩ were achieved; impedance stability was checked 

and confirmed repeatedly during all measurements.  

During the recordings the subject was comfortably resting on 

a bed in a relaxed supine position. A constant-current square 

wave electrical stimulus of 200 µs width, 5–8 mA (1.5 times 

motor threshold) and 0.99 Hz repetition rate was applied 

transcutaneously to the median nerve at the left wrist. Data 

were acquired using a bandwidth of 0.16–2000 Hz (total 

gain 10000, ADC rate 5 kHz, resolution 20 bits). We utilised 

a low-noise custom-made amplifier, with a white noise level 

of 4.8 nV/√Hz [9]. 

Stimulus artifacts were removed in single-trials in each 

channel by cubic interpolation from -5 to +5 ms around the 

stimulus onset. Trials exceeding three times the average 

standard deviation in the frequency range 200–2000 Hz were 

rejected. In this analysis 2000 trials were considered. The 

SNR at the scalp was calculated as the ratio between the 

Linear Spectral Density estimation [µV/√Hz] of the averaged 

signal and the broadband artifact-free recorded data at the 

maximum frequency peak of the sigma-band (450-750 Hz). 

 

C. Data Analysis 

 

We compare in the two set of simulations and in the real hf-

EEG data the performance of two multivariate analysis 

techniques: CSP and CCA.  

CSP computes the simultaneous diagonalization of two 

covariance matrices. In our case we divide the data in two 

parts, extracting and concatenating in the first one the 

samples in the pre-stimulus interval of all trials, and in the 

second all samples of the post-stimulus interval. We pre-

compute the covariance matrices Cpre and Cpost and used 

them in the algorithm as follows: 
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with 

 

S d = (C post - C pre)

S c = (C post + C pre)

 

 

obtaining w, the spatial filter maximizing the ratio of 

variances between the two classes, in our case the ratio of 

power between the ER and the baseline at the single trial 

level. In practice, w is computed by solving a generalized 

eigenvalue problem and ordered according to the 

corresponding eigenvalues which were normalized to 

represent the ratio of variances between the two classes. 

Subsequently we chose the spatial filter corresponding to the 

highest eigenvalue for further analysis. 

CCA computes the canonical correlation for two data sets, X 

and Y, finding two sets of basis vectors wx, wy, such that the 

correlation ρ between the projections of the variables onto 

these basis vectors are mutually maximized.  
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In our case the two classes are built by splitting the data set 

in two subsets, e.g., odd and even trials, and assigning the 

poststimulus interval to the classes x and y respectively. It 

should be noted that wx and wy are practically equal if the 

classes x and y are drawn from the same sample. Thus we 

chose the spatial projection wx corresponding to the highest 

correlation between odd and even trials for further analysis. 

The idea to use the result of these two methods as a measure 

for differentiating between added-energy and phase-reset is 

that the first relies on the ratio of variances between pre- and 

poststimulus interval at the single-trial level, and therefore 

should perform better in the case of added-energy, while the 

second does not depend on the generative mechanism, solely 
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finding a spatial pattern that maximizes the trial-to-trial 

synchronization.   

 
 

Figure 1. Simulation results in terms of spatial correlation ρspatial = < Pest, 

Psource > between the coefficients of the estimated pattern Pest, and the 

orginal pattern Psource, for the two algorithms, CSP and CCA, for the 

considered span of SNR and number of trials. (a) Added-energy model; (b) 

Phase-reset model.  
 

For the simulated data, the performance of CCA and CSP for 

the two generative models is presented for  

all combinations of SNR and number of trials in terms of a 

spatial correlation ρspatial between the coefficients of the 

estimated pattern Pest, and the original pattern Psource,  

   

)3(,
sourceestspatial

PP  

 

For the real data, EEG is pre-filtered in the sigma-band (450-

750 Hz), then CSP and CCA are applied and the extracted 

patterns are compared. Prior to the multivariate analysis, 

temporal windows of interest are defined. For the pre-

stimulus window we set the interval ranging from -40 to -10 

relative to the stimulus onset, while the signal window is set 

to 20 to 30 ms post-stimulus, as in this interval the cortical 

contribution to hf-SEP is maximal.  

 

 

III. RESULTS 

 

Our generalized biophysical representation of the two 

mechanisms provided synthetic scalp data, which was 

utilized for multivariate analysis. Fig. 1 displays the 

performance the two methods, Common Spatial Pattern 

(CSP) and Canonical Correlation Analysis (CCA) on the 

outcome of the simulation. The spatial correlations ρspatial 

between estimated pattern and known source pattern are 

color-coded for different number of trials and SNR (x and y 

axis of each subplot). The first row (a) describes the 

algorithms’ performance in the added-energy model. The 

second row (b) refers to the phase-reset model. Comparable 

pre- and post-stimulus variance at the source level (b) is 

found to entail a lower reliability in CSP if SNR<0.8  

 
 

Figure 2. The SNR at the scalp is expressed as ratio between the Linear 

Spectral Density estimation [µV/√Hz] of the averaged signal (red) and the 

broadband artifact-free recorded raw data (blue) at the maximum frequency 

peak of the sigma-band (450-750 Hz). 

 

whereas CCA detects correctly the source pattern, 

independently from the generative model. As expected, the 

different theoretical framework supporting the two methods 

allows us to identify a sensitivity threshold, in terms of 

number of trials and SNR. 

Analysing the spectral representation of the experimental hf-

SEP, we estimated a SNR = 0.25, as shown in Fig. 2 for one 

representative subject; results for the other two subjects are 

reported in Tab.1. 

According to the simulation results, with an SNR = 0.25 

CCA should outperform CSP for a phase reset condition, 

while both algorithms should be equivalent for the added-

energy condition. Estimated patterns of real hf-SEP data are 

presented in Fig. 3. The high level of similarity, with a scalar 

product approaching unity, argues for an added-energy 

condition. A further physiological validation is given by 

comparison to published studies which already described 

similar spatiotemporal features of hf-SEP [13-15].   

 

 

Table 1.  

SUB JECT SNR < PCSP, PCCA > 

SUBJECT 1 0.25 0.99 

SUBJECT 2 0.22 0.91 

SUBJECT 3 0.2 0.84 

Table 1. For each subject the estimated SNR and spatial correlation 

coefficient between CSP and CCA patterns are reported. 

 

IV.  CONCLUSION 

 

(a) 

(b) 
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The distinction between added-energy and phase-reset 

mechanisms from non-invasive data represents a critical 
 

Figure 3. Patterns estimated from hf-SEP data with (a) CSP and (b) CCA. 
The similarity is expressed in terms of the scalar product between pattern 
coefficients.  

challenge in human neuroscience. SNR is of 
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