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Abstract. The neural network class of self-organizing maps (SOMs) is a  
promising cognitive modeling tool in the study of the autistic spectrum perva-
sive developmental disorder. This work offers a novel validation of Gustafs-
son’s neural circuit theory, according to which autism relates to formation  
characteristics of cortical brain maps. A previously constructed spatial SOM 
behavioral model is used here as a cognitive model, and by incorporating for-
mation deficiencies related to the topological neighborhood (TN) function. The 
resulting cognitive SOM maps, being sensitive to the width of TN during SOM 
formation, point to a model that exhibits marked behavioral characteristics of 
autism. The simulation results support the causal hypothesis that associates au-
tistic behavior with certain functional and structural characteristics of the hu-
man nervous system and, specifically, Gustafsson’s theoretical proposition of 
the role of inhibitory lateral feedback synaptic connection strengths in autism. 

Keywords. Neural Networks, Self-Organizing Maps, Cognitive Modeling,  
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1 Introduction 

Computational modeling offers a powerful way of studying human behavior. It has 
been applied to numerous areas of Psychology and provides a framework superior to 
those proposed by the social sciences in terms of methodological diversity, empirical 
accuracy, and procedural clarity [1]. An increasing number of studies are dedicated to 
the modeling of developmental cognitive phenomena using neural networks [2-3]. 

This study investigates neurocomputational aspects of autism. Section 2 presents 
some key characteristics of the autistic spectrum disorder and a current neural circuit 
theory. In Section 3, the details of an autistic SOM model, and the computational 
simulations performed in order to investigate and evaluate its efficacy, are introduced. 
Section 4 informs of the model and simulation technical details with supporting statis-
tical evaluation of the results. The concluding Section 5 discusses some planned and 
other possible directions of future work. 
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2 The Neuropsychology of a Neural Circuit Theory of Autism 

Since Kanner’s [4] and Asperger’s [5] publications, autism, a pervasive developmen-
tal disorder, is studied by an ever-expanding interdisciplinary research community. Its 
etiology remains unknown, but it is considered to be neurobiological in nature [6]. 
Unfortunately, the current diagnostic tools (DSM-IV and ICD-10) dictate a socio-
psychological behavioral approach that does not inform of the causes of autism. 

Autism is associated with atypical perception and its internal representation. Sen-
sory input often fails to integrate into existing memory (schemas) due to abstraction 
impairment [7]. There is difficulty to detect the important features among the non-
essential details [8]. Elaborating on internal representations is also problematic, where 
it appears that central executive control is required [9]. 

Gustafsson’s neural circuit theory of autism [10] is based on these empirically 
based concepts of autistic perception and proposes a neural-level explanation for the 
lack of drive for central coherence, a key element in autistic behavior [11]. Specifical-
ly, important attributes in autism are derived from neurological deficiencies in the 
formation of brain cortical maps; this leads to problematic feature extraction since 
“autistic raw data memory” operates in place of “feature memory” due to “inadequate 
cortical feature maps”. Raw data memory is intrinsically linked at the behavioral level 
to the diagnostic criteria for autism [10]. Autistic maps lack feature distinction and 
preservation, and fail to provide an internal representation of salient perceptual data. 
This leads to raw data memory that lacks sophisticated representations [12]. 

According to Gustafsson [10], the artificial neural network class of self-organizing 
maps (SOMs) [13-14] provides a biologically plausible way to model characteristics 
of autistic brain cortical maps. A SOM can represent input features just like a brain 
map retains salient perceptual stimuli, and can exhibit comparable properties to an 
autistic brain map if its formation mechanism is impaired. The modeling premise of 
the impairment is suggested not by the biological map, but by its model. Specifically, 
Gustafsson argued that a biologically plausible cause of impairment in a SOM is the 
excessive lateral feedback inhibitory synaptic strengths that can degrade a map’s ge-
neralization and feature representation capacity, resulting in high sensory discrimina-
tion and feature specificity, even to the point of instability. 

3 The Autistic SOM Model 

3.1 IPSOM: A Spatial Model 

IPSOM (Interlocking Puzzle SOM) is a prototype SOM spatial behavioral model of 
how humans complete interlocking (jigsaw) puzzles [15]. The mathematical and algo-
rithmic form of the neural network employed is according to Haykin [16]. When 
trained, using a representative sample of puzzle completion sessions, it forms a beha-
vioral SOM of the statistically dominant patterns (strategies) of puzzle completion. 
IPSOM has been evaluated for the case of 4x5 (20-piece) puzzles against a simulated 
group of virtual people. Each virtual person was assumed to use one of four predeter-
mined puzzle completion strategies (Fig. 1). The design principles behind the selected 
strategies were the generation of a small number of straightforward, real-life based 
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patterns, the utilization of topological clustering, and the prioritization of the basic 
strategy of determining the board periphery during the puzzle completion. IPSOM 
was conclusively found to be efficient in modeling the behavioral domain [15]. 
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Fig. 1. An illustration of the four puzzle completion strategies used to evaluate IPSOM. A 
radar-graph depicts the order of puzzle completion for each pattern (H, V, PH, PV). The radial 
axis shows the encoded numerical position values on the puzzle board (i.e., which puzzle 
piece), and the angular axis shows the discrete completion sequence numbers (i.e., which piece 
is first, second, etc.) By connecting the points on the graph, a distinct visual pattern is formed. 
Attached to each graph, a puzzle board contains the puzzle completion order conventionally. 

In this paper, IPSOM is employed as a modeling test-bed for cortical map spatial 
perception. The working hypothesis is that IPSOM not only is a behavioral model but 
also a cognitive model of how humans perceive puzzle completion strategies when 
presented with puzzle completion examples. It is assumed that an average person 
would form an internal representation of the dominant strategies; a cortical map 
would retain the domain specific knowledge, modeled by a trained SOM. The IPSOM 
map is expected to effectively depict the training patterns in a topologically ordered 
fashion, where neighboring patterns are also visually similar (Fig. 2). 

 

  

Fig. 2. An abstract illustration of a possible IPSOM 6x6 cognitive behavioral map, after being 
trained using the predesigned four-pattern set. Each SOM neuron is best-matched to one of the 
data set patterns (H, V, PH, PV) with a corresponding pattern-representation strength. 
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 X  Primary core neuron: Optimal pattern representation 
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3 PV- PV- ~ ~ V- V- 
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3.2 The Autistic IPSOM 

Gustafsson’s theory of autism [10] postulates that autistic cortical maps are inade-
quate or even undeveloped, and suggests the excessive lateral feedback inhibitory 
synaptic strengths as the best candidate causal factor. In a SOM, this can be expressed 
as a premature narrowing of the topological neighborhood (TN) during training; TN 
can be regarded as the “source of power” [17] in the autistic cognitive model. We 
maintain that the initial width of the TN function affects the map’s representational 
capacity in a way directly applied to Gustafsson’s ideas. By using a modified version 
of IPSOM, we perform an evaluation with a complex weight-encoding model. A non-
autistic brain is expected to successfully represent all the dominant puzzle completion 
strategies. This can be modeled using IPSOM in its original parameter configuration. 

A series of simulations have been performed with the initial width of the TN func-
tion set to a typical value of 3 (i.e., equal to the network’s radius, as suggested by 
Haykin [16]). As a representative example, we visualized the last row of a resulting 
cognitive behavioral map that closely matches the topological configuration of Fig. 2, 
and calculated the Euclidean distance of Pattern H to all neurons in the map. Here, a 
smooth transition between patterns is apparent (Fig. 3a and 4a) and illustrates the 
map’s ability to generalize without losing its capacity to accurately represent all sta-
tistically important features (i.e., puzzle completion strategies) from the input space 
(i.e., perceptual stimuli). Thus, feature memory is enabled, in which a subsequent 
perceptual stimuli session of a slightly different puzzle completion strategy can be 
associated with one of the existing patterns already stored in the map without signifi-
cant matching errors. Transitional neurons are not only present but they also meaning-
fully indicate the map’s perceptual stability. The resulting map is non-autistic. 

 

Fig. 3. Combined illustration of IPSOM map’s last-row (six) neurons after two separate simula-
tions (initial η0=.1) for different initial TN widths (all other parameters identical). In (a), an 
initial width of 3 facilitates the representation of transition between patterns. In (b), a smaller 
width of 1.1 results in neurons tightly grouped into two patterns with impaired transition. 

In a second series of simulations, the initial width of the TN function was narrowed 
to 1.1. Again, as a representative example, we visualized the last row of the resulting 
cognitive behavioral map that is directly comparable to the previous map discussed 
(i.e., using the same pseudorandom seed to randomly generate the network’s initial 
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synaptic weights), and calculated the Euclidean distance of Pattern H to all neurons in 
the map. Here, it is evident that there is high pattern discrimination with poor transi-
tion between patterns (Fig. 3b and 4b). The map’s topological ordering is largely re-
duced to jumps from pattern to pattern and to hit-or-miss representations indicating an 
inability to generalize from the input space. The feature memory becomes impaired; a 
subsequent perceptual stimuli session of a slightly different puzzle completion strate-
gy cannot be associated with one of the existing patterns in the map without signifi-
cant matching errors, if at all. Evidently, the resulting map exhibits autistic traits. 

 

(a) (b)

 
Fig. 4. The Euclidean distance of Pattern H to each neuron in the map is depicted on 3D and 2D 
graphs after two simulations (initial learning rate η0=.1) for different initial TN widths (all 
other parameters identical). The darker and closer to the horizontal 3D base-plane (the IPSOM 
map) areas signify smaller distance and, thus, higher representational accuracy of Pattern H. In 
(a), an initial width of 3 facilitates a smoother transition from Pattern H to other patterns on the 
map, whereas in (b) a width of 1.1 results in steeper increase of the Euclidean distance indicat-
ing transitional impairment. 

4 Implementation Details and Statistical Analysis 

4.1 Technical Aspects of the Model 

The IPSOM model is constructed in ANSI C. Its SOM is implemented in a three-
dimensional lattice containing the synaptic weight vectors of the neural network. The 
first two dimensions represent the coordinates needed to refer to a specific neuron in 
the lattice, while the third dimension is used for holding the synaptic weight vector of 
that neuron. The training set used exhibited no bias towards any of the H, V, PH, and 
PV patterns. Each training was concluded in 950 epochs, with an initial learning rate of 
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.1, and consisted of lattice initialization, neuron competition, neuron cooperation, and 
synaptic adaptation. The TN of the winning neuron is specified by a translation inva-
riant Gaussian function with exponential decay and it is based on the lateral distance 
between the winning neuron and the excited neuron. IPSOM uses stochastic approxi-
mation, which is implemented by a time-varying learning rate with exponential decay. 
Again, since the ‘standard’ SOM network was followed, Haykin [16] provides details 
on the mathematical formulas used. Each resulting map consists of 36 topologically 
ordered neurons, each of which holds a synaptic weight vector containing a pattern 
with varying degree of similarity to the four training patterns as discussed. 

4.2 Statistical Analysis 

Each pattern is encoded as a vector of 20 numbers representing a puzzle completion 
strategy; each number represents a specific puzzle piece. Depending on each piece’s 
numerical value and order in the vector, it is possible to determine which puzzle piece 
was placed on the board during the puzzle completion task, and when. 

In order to assess the strength of the association between the puzzle completion 
patterns of the training set, bivariate non-parametric correlation analysis was per-
formed for each of them against the others. The analysis revealed that there is a highly 
significant positive association between the PH and PV patterns (ρ=.974, P<.001,  
N=20). Reliably positive associations were also found between the H and PH patterns 
(ρ=.523, P=.018, N=20), and between the H and PV patterns (ρ=.507, P=.023, N=20). 
The results indicate a very strong strategy-wise similarity between the PH and PV 
puzzle completion methods, and a strong strategy-wise similarity between the H and 
PH patterns. They also explain the partial visual compatibility observed between the 
H and PH patterns and the H and PV patterns. These results are in agreement with the 
patterns topology of a typical IPSOM (see also Fig. 2). 

Since the IPSOM neurons have identical structure with the training patterns, biva-
riate linkage analysis was performed again as an exploratory examination method of 
the non-autistic and autistic SOM variants of IPSOM. For each SOM, the correlation 
coefficients of all the horizontally neighboring (immediate and more distant) neurons 
were computed. Table 1 presents results based on the last row of neurons of each 
IPSOM variant; the contents of these neurons are visualized in Fig. 3. 

The results show that the pattern transition between the neurons in the non-autistic 
model (N1…N6) is smoother than in the autistic model (A1…A6) (see also Fig. 3). 
Specifically, the pattern transition from PH to H is completed in two neurons (N3, 
N4) in the non-autistic map, whereas it only takes a ‘weak’ PH neuron (A3) in the 
autistic map. The characteristically very high pattern discrimination in autistic brain 
cortical maps is evident in this case. In the last row of the autistic map, the neurons 
practically represent two tightly grouped patterns; the representational variation with-
in each group (PH and H) is almost non-existent. Notably, in the selected case for this 
analysis, the correlation between any two neurons is by default statistically significant 
since the represented pattern is either a PH or an H, and a reliably positive association 
between the latter two has already been mentioned above. However, the degree of this 
positive association varies, as described, in exactly the way that would indicate an 
autistic phenotype. 
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Table 1. Correlation analysis of the non-autistic (N) and autistic (A) variants of IPSOM. The 
neurons N/A1…N/A6 correspond to non-autistic/autistic IPSOM neurons with map coordinates 
(6,1), …, (6,6), respectively, which are all the neurons of the last row on each map. 

Spearman's ρ N1 N2 N3 N4 N5 N6  A1 A2 A3 A4 A5 A6 

Cor. Coef. N1 1.0 1.0# .979# .595# .523* .523* Α1 1.0 1.0# .896# .523* .523* .523* 

Sig.  . . .000 .006 .018 .018  . . .000 .018 .018 .018 

Cor. Coef. N2 1.0# 1.0 .979# .595# .523* .523* Α2 1.0# 1.0 .896# .523* .523* .523* 

Sig.  . . .000 .006 .018 .018  . . .000 .018 .018 .018 

Cor. Coef. N3 .979# .979# 1.0 .714# .642# .642# Α3 .896# .896# 1.0 .797# .797# .797# 

Sig.  .000 .000 . .000 .002 .002  .000 .000 . .000 .000 .000 

Cor. Coef. N4 .595# .595# .714# 1.0 .991# .991# Α4 .523* .523* .797# 1.0 1.0# 1.0# 

Sig.  .006 .006 .000 . .000 .000  .018 .018 .000 . .000 .000 

Cor. Coef. N5 .523* .523* .642# .991# 1.0 1.0# Α5 .523* .523* .797# 1.0# 1.0 1.0# 

Sig.  .018 .018 .002 .000 . .  .018 .018 .000 . . . 

Cor. Coef. N6 .523* .523* .642# .991# 1.0# 1.0 Α6 .523* .523* .797# 1.0# 1.0# 1.0 

Sig.  .018 .018 .002 .000 . .  .018 .018 .000 . . . 

N(pairwise)=20; Sig. (2-tailed): Correlation is significant at the 0.05 level (*) and at the 0.01 level (#). 

5 Conclusion and Future Work 

It is reported in the literature that SOM neural networks resist formal analysis [18]. 
Nevertheless, we have been able to show that they can be very efficient in modeling 
even hard problems, like facets of autism, and can offer valuable scientific insights 
past the behavioral level. This study is part of an ongoing effort to provide a computa-
tional account of how autistic behavior is associated with specific functional  
and structural characteristics of the human nervous system, and, in particular, to in-
vestigate Gustafsson’s claims about the role of inhibitory lateral feedback synaptic 
connection strengths in autism [10]. Analysis of the output of IPSOM, a novel and 
weight-encoding complex model, has provided evidence to support the latter. 

Additional research is under way to investigate alternative formulations of the TN 
function with higher biological plausibility for a number of brain disorders including 
autism and delusions in schizophrenia [19]. In the course of this research, empirical 
examinations on impaired brain cortical maps of humans situated in controlled envi-
ronments, as well as neurocomputational investigations of existing neuroscientific 
clinical data, will hopefully aid in revealing further critical modeling parameters. 
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