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Abstract²Detection of protein families in large scale 

database is a difficult but important biological problem. 

Computational clustering methods can effectively address the 

problem. Although there exist many clustering algorithms, most 

of them are just based on the threshold. Their computational 

performances are affected by the weight distribution greatly, 

and they are only valid for some special networks.  A new 

network clustering algorithm, Markov Finding and Clustering 

(MFC), is proposed to cluster the proteins into their functionally 

specific families accurately in this paper. The MFC algorithm 

makes an improvement in the random walk process and reduces 

the affection of the noise on the clustering result. It has a good 

performance on these networks which are not well addressed by 

existing algorithms sensitive to the noise. Finally, experiments 

on the protein sequence datasets demonstrate that the algorithm 

is effective in the detection of protein families and has a better 

performance than the current algorithms. 

I. INTRODUCTION 

In the past decade, many advanced biological technologies 
have been introduced into the biology research. Information 
technology is one of the advanced technologies, and has been 
widely used to address the biology problems because of its 
powerful calculation capacity. Moreover, the Genome projects 
[1] bring the explosion in the available sequence data. 
Currently, the UniProt database [2] contains about 20 million 
sequence entries and compared with the sequence amount in 
2011, it makes about 2 times increment. However, a large 
proportion of these protein entries have not been 
experimentally characterized, so it is difficult for us to 
determine their functions or biological processes. It is well 
known that proteins with the same functions or biological 
processes should be in the same protein families [3] and the 
protein families are defined as the groups of molecules which 
share significant sequence similarity [4]. Hence, it is possible 
for us to detect the protein families through the protein 
sequences similarity relationships, and these relationships can 
be obtained easily nowadays by some existing approaches 
such as BLAST [5]. In order to detect the protein families, we 
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should take into account all similarity relationships and it is 
very hard for us to handle these large scale data manually. 
Computational clustering methods can address these 
challenges in an efficient way. Most of recent algorithms 
about the network clustering aim to cluster a similarity 
network which is generated from the protein sequences 
similarity relationship. In the similarity network, vertices 
present the proteins and edges present the sequence similarity 
relationship between the proteins. 

Network clustering algorithms are much different from the 
traditional clustering algorithms such as K-means. Network 
FOXVWHULQJ� DOJRULWKPV� GRQ¶W� QHHG� WKH� SULRU� NQRZOHGJH� DQG�
cluster each protein into only one protein family. In recent 
years, there have been many network clustering algorithms 
emerging such as TRIBE-MCL [7], SCPS [8] and FEC [9]. In 
general, most network clustering algorithms can be grouped 
into two classes: geometry-based and flow-based [6]. MCL 
and FEC are the flow-based algorithms, and SCPS is the 
geometry-based algorithm. 

The TRIBE-MCL algorithm proposed by Enright,A.J. is 
based on the Markov chain and can cluster the network into 
different segments without the prior knowledge [7]. 
TRIBE-MCL algorithm takes the sequence similarity matrix 
and a coefficient r as input and iteratively runs two operations, 
expansion and inflation. Expansion operation takes the power 
of a matrix and each expansion operation simulates random 
walks with many steps in the network. Inflation operation is to 
take the Hadamard power of a matrix, and the parameter r is 
the power coefficient ZKLFK� FRQWUROV� WKH� µWLJKWQHVV¶� RI� WKH�
clusters. With the iteration running, the relationships of the 
intra-cluster are promoted and the relationships of the 
inter-cluster are demoted. After a few iteration steps, the 
network will be separated into different segments and each 
segment presents one cluster. 

SCPS algorithm proposed by Alberto et al. is a 
geometry-based algorithm to address the network clustering 
problem by the spectral methods [8]. The algorithm is also 
based on the random walk, but it processes the normalized 
graph Laplacians matrix instead of the probability matrix. It 
clusters the network by analyzing the eigenvectors of the 
similarity matrix, so it is always based on the stationary 
distribution of the matrix during clustering. This advanced 
characteristic makes the clustering result more accurate than 
the TRIBE-MCL algorithm, but it needs more running time. 

Network clustering algorithm is also be widely used in the 
social networks. FEC algorithm presented by Yang, B. et al. is 
to find the community in the signed social network [9]. It is to 
extract the community structure by sorting the probability of 
HDFK� QRGH� UHDFKLQJ� D� GHVWLQDWLRQ� QRGH�� QDPHG� ³VLQN� QRGH´��
after a few random walks. The nodes with the higher 
probability are more likely to be in the same clusters with the 
sink node, and the community can be extracted from the sorted 
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probability distribution by the signed cut method. The core 
idea in the FEC algorithm is that nodes can be more easily to 
be reached by those nodes which are in the same cluster. 

In order to improve the performance of the existing 
network clustering algorithms, Leonard et al. proposed an 
approach which detects the edge weight distribution of 
network and sets the different thresholds corresponding to 
different network [10]. Leonard also applied thresholds into 
the MCL and SCPS algorithms and found that the 
performances of both algorithms have a great improvement 
with the thresholds. 

However, for the MCL algorithm, the random walk is 
based on the current iterating result, so its performance is 
much affected by the strong inter-cluster relationship at the 
beginning of the random walk. Moreover, both MCL and FEC 
DOJRULWKPV�DUH�YHU\�VHQVLWLYH�WR�WKH�QRLVH��VR�WKH\�GRQ¶W�KDYH�D�
good performance on the networks with some noises. Though 
the SCPS algorithm has a great performance, it needs a long 
running time.  

Compared with these algorithms mentioned above, the 
Markov Finding and Clustering (MFC) algorithm proposed in 
this paper, integrates the core ideas of the MCL and FEC 
algorithms. The algorithm makes an improvement in the 
performance. Our contributions are as follows: 

x Making a modification on the random walk process 
and reducing the affection of the strong inter-cluster 
relationship at the beginning of the random walk. 

x Taking bRWK�SUREDELOLWLHV�RI� WKH�µWR¶�DQG� µIURP¶�LQWR�
DFFRXQW��WKH�µWR¶�SUREDELOLW\�PHDQV�WKH�SUREDELOLW\�RI�
WKH� VRXUFH� QRGH� WR� WKH� WDUJHW� QRGH�� WKH� µIURP¶�
probability means the probability of the target node to 
source node) and making the clustering performance 
better and less sensitive to the noise. 

The rest of this paper is organized as follows. In section II, 
the detailed description of MFC algorithm is presented. In 
section III, we validate the MFC algorithm through the 
experiments on the protein sequence datasets. Finally, we 
discuss and summarize our works in section IV. 

II. METHOD 

A. Similarity network 

We construct similarity networks by carrying out 
all-against-all BLAST search using local databases built from 
each protein sequence datasets and detect the protein families 
through clustering the similarity network. In the similarity 
network, nodes represent the proteins and edges represent the 
sequence similarity relationship between nodes. We set a 
weight, which is equivalent to the ±log of the BLAST E-value 
on each edge. In our experiments, the cutoff of the BLAST is 
all set to 1e-10. 

B. Algorithm 

For a network with the cluster structure, edge density of 
the intro-cluster is much higher than that of the inter-cluster, 
so it is more likely IRU�D�µZDONHU¶�WR�UHDFK�WKH�RWKHU�QRGHV�LQ�
the same cluster. Moreover, according to the FEC algorithm 
[9@��ZH�NQRZ�WKDW�D�³VLQN´�node has higher probability to be 
reached from the other nodes which are in the same cluster 

than these are not. Based on the both ideas mentioned above, 
we propose the MFC algorithm which includes three 
operations: walking, finding and inflation.  

1) Walking operation 

Walking operation is to simulate the random walk in the 
probability network. The probability network is generated 
from the similarity network and all data of the probability 
network are stored in a probability matrix. Each row or 
column represents one node in the network and each element 
in matrix represents the moving probability between nodes. 
For example, the element Aij, which is on the row i and column 
j, represents the probability of moving from node i to node j. In 
fact, the probability matrix is equivalent to the probability 
distribution of one step random walk. 

 

Figure 1.  Two clusters identified by the blue nodes and the red nodes. P1 

UHSUHVHQWV� WKH� SUREDELOLW\� RI� $¶� WR� $� DQG� 32 represents that RI� $¶� WR� &, 

respectively. The P1 and P2 probabilities are generated from the E-value of 

the BLAST. 

Compared with the expansion operation in the MCL, the 
walking operation in the MFC is always based on the 
stationary distribution of the initial probability matrix. At the 
beginning of random walk, the walk length is short and the 
walking probabilities between the intro-cluster nodes are not 
all higher than these between the inter-cluster nodes. After the 
inflation (described in 3)), the strong inter-cluster edges will 
be promoted. If the random walk is based on the current 
iterating result, these inter-cluster edges which have been 
promoted will become stronger in the next step random walk 
and have a great influence on the later steps. 

For example, there are two clusters in the Fig. 1. At the 
first step of the random walk, the walk length is one and only 
RQH� HGJH� FDQ� EH� FKRVHQ� E\� $¶� WR� PRYH� WR� $� RU� &¶�� 7KH�
SUREDELOLW\�RI�$¶�PRYLQJ�WR�$�DQG�&¶�LV�31 and P2, respectively. 
And P1 is higher than P2. After the inflation, P1 is promoted 
and P2 is demoted. For MCL algorithm, because the second 
expansion is based on the result of the first random walk, the 
performance of the second step random walk will be affected 
and this affection will exist in the later expansion until the 
iteration is finished. However, for MFC algorithm, because 
the walking operation is based on the initial probability matrix, 
the affection of P1 will be eliminated gradually. Because with 
the walk step length becoming ORQJHU�� $¶� KDV� PXFK� PRUH�
intro-cluster edges than inter-cluster edges to choose. For 
example, when the walk step OHQJWK�LV����$¶�FDQ�PRYH�WR�&¶�
WKURXJK�WKUHH�SDWKV��$¶�%¶�&¶��$¶'¶&¶�DQG�$¶(¶&¶��ZKLOH�WKH�
SDWK�EHWZHHQ�$¶�DQG�$�LV�VWLOO�RQH��6R�WKH�SUREDELOLW\�RI�$¶�WR�
&¶�EHFRPHV�KLJKHU�WKDQ�SUREDELOLW\�RI�$¶�WR�$�JUDGXDOO\� 

2) Finding operation 

Finding operation is to find clusters in the network. It 
includes two steps. The first step is to make a summation. 
Because the node pairs in the same cluster have higher 
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probability to reach each other, we can detect these kinds of 
node pairs by making the summation of the two probabilities. 
For example, nodes i and j are one pair nodes in the same 
cluster, so both of the probabilities Aij and Aji are high and the 
summation of them will be high as well. We can get the 
summation results of all node pairs by summating the 
probability matrix and its transposed matrix. The equation is 
as (1) and the SA in the equation is the result matrix after 
summation. 

SA = A + A
T
                                  (1) 

The second step of finding operation is to revise the 
deviation. Sometimes there are some noises on weight of 
edges and these noises FDXVH�D� JUHDW�GHYLDWLRQ� EHWZHHQ� µWR¶�
DQG�µIURP¶�SUREDELOLWLHV, which makes a great affection on the 
performance. In order to eliminate these affections, we revise 
the deviation between the two probabilities. So in the second 
step, we take subtraction of AT from A. The equation is as (2) 
and RA is the result matrix after subtraction. 

RA = .A - A
T
.                             (2) 

After the two steps, the result matrix of finding operation 
can be obtained by (3). 

FA = SA - RA                                 (3) 

Compared with some other algorithms, we take both two 
SUREDELOLWLHV��WKH�µWR¶�DQG�µIURP¶�SUREDELOLWLHV��LQWR�DFFRXQW�LQ�
MFC algorithm. If only one probability is considered, some 
noises between clusters will influence the performance. 

Given a probability matrix A, there is a noise on the edge 
from node i to node j, so the probability Aij is much higher than 
Aji. So it is more easily to walk from node i to node j. These 
DOJRULWKPV�ZKLFK�RQO\�FRQVLGHU�WKH�µWR¶�SUREDELOLW\�ZLOO�FOXVWHU�
node i and node j together. However, sometimes they are not 
in the same cluster. However, for the MFC algorithm 
FRQVLGHULQJ�ERWK�µWR¶�DQG�µIURP¶�SUREDELOLWLHV��WKH�QRLVH�LQ�WKH�
Aij does not influence the performance of algorithm. Though it 
is easily to walk from node i to node j, it is hard for the node j 
to leave its own cluster, because the intro-cluster edges are 
much denser. 

3) Inflation operation 

Inflation operation is to extract the clusters in the network. 
After the inflation operation, the weak relationships between 
the clusters are demoted and the strong relationships in the 
clusters are promoted. The inflation operation in the MFC 
algorithm is the same as it in the MCL algorithm. It takes the 
Hadamard power of the probability matrix and the coefficient 
r controls the µtightness¶ of the clusters. Given a probability 
matrix A with the order of n, the equation of inflation 
operation is as (4). 

            � � � � � �¦
 

 *

n

i

r
pi

r
pqpqr AAA

1

/            (4) 

Apq is the element on the row p and column q of probability 
matrix and represents the probability of moving from node p 

to node q. The (*rA)pq corresponds to the value of Apq after the 
inflation operation.  

With the iteration running, the weight of inter-clusters 
edges become weaker and the weight of intro-clusters edges 
become stronger gradually. When the probability matrix does 
not change any more with the further iteration, the iteration 
stops and the weak edges which are out of the computer 
precision are eliminated. So the cluster structure in the 
network appears automatically. 

III. EXPERIMENTS 

In this section, in order to validate our algorithm, we test 
the algorithm on three protein superfamily datasets. 

A. Protein sequence datasets 

Proteins in the same family are not only more similar with 
each other in the sequences, but also they are more likely to 
have the same function in the biological process. In this paper, 
we select three superfamilies, namely Enolase[11],  
Crotonase[12] and Amidohydrolase [13] from the 
Structure-Function Linkage database [14] to validate our 
algorithm. These superfamilies are regarded as the 
gold-standard to test our clustering performance and there are 
total 904 Enolase sequences, 452 Crotonase sequences and 
2075 Amidohydrolase sequences are in each protein 
superfamily, respectively. 

B. Protein superfamily clustering 

Through the experiments, we demonstrate the validation 
of the MFC algorithm. Networks are separated into different 
FOXVWHUV�DQG�DUH� YLVXDOL]HG� E\� WKH�&\WRVFDSH¶V [15] Organic 
layout, force-directed layout algorithm. 

TABLE I.  THE ACCURACY OF EACH CLUSTER OF THE MFC ALGORITHM 

ON THE ENOLASE SUPERFAMILY DATASET THE FIRST ROW (TOTAL) AND THE 

SECOND ROW (WRONG) MEANS THE TOTAL PROTEIN NUMBER AND THE 

WRONG PROTEIN NUMBER OF EACH CLUSTER, RESPECTIVELY. 

Total 45 297 35 19 246 7 65 190 

Wrong 25 0 7 1 0 4 0 0 

Accuracy (%) 44.4 100 80 94.7 100 57.1 100 100 

Table I shows the detailed clustering result on the Enolase 
superfamily. The superfamily consists of 8 protein families. 
From the analysis on this result, we find that 4 big proteins 
families are clustered exactly; some small protein families are 
separated into different smaller clusters and most of these 
smaller clusters always just contain 1 or 2 nodes. Moreover, 
we also calculate the F-measure of the result and its value is 
about 0.9577. 

The clustering result of the Amidohydrolase superfamily is 
presented in the Fig. 2 and the detailed result is presented in 
the Table II. 

 
Figure 2.  Visualization of the clustering result of the MFC algorithm on 

Amidohydrolase superfamily. Each square node represents a protein and 

each set represents a cluster. The superfamily is  separated into 14 clusters. 
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TABLE II.  THE ACCURACY OF EACH CLUSTER OF THE MFC 

ALGORITHM ON THE AMIDOHYDROLASE SUPERFAMILY DATASET. THE FIRST 

ROW (TOTAL) AND THE SECOND ROW (WRONG) MEANS THE TOTAL PROTEIN 

NUMBER AND THE WRONG PROTEIN NUMBER OF EACH CLUSTER, 
RESPECTIVELY. 

Total 249 260 261 415 113 299 300 178 

Wrong 2 4 1 1 1 10 0 0 

Accuracy (%) 99.2 98.5 99.6 99.8 99.1 96.7 100 100 

From the table, we find that only 19 nodes are separated 
into the wrong clusters and the accuracy of each cluster is 
about 99%. In addition, we calculate the F-measure value to 
demonstrate the validation of algorithm. The best F-measure 
value of MFC on this dataset is 0.995. 

TABLE III.  THE ACCURACY OF EACH CLUSTER OF THE MCL 

ALGORITHM ON THE AMIDOHYDROLASE SUPERFAMILY DATASET. THE FIRST 

ROW (TOTAL) AND THE SECOND ROW (WRONG) MEANS THE TOTAL PROTEIN 

NUMBER AND THE WRONG PROTEIN NUMBER OF EACH CLUSTER, 
RESPECTIVELY. 

Total 249 260 261 415 113 299 300 178 

Wrong 0 61 0 1 0 113 0 0 

Accuracy (%) 100 76.25 100 99.8 100 62.21 100 100 

In order to confirm the improvement in the performance, 
we test the MCL algorithm on this same protein superfamily 
by using the MCL tool which is developed by Stijn van 
Dongen [16]. In table III, we list the detailed accuracy of each 
cluster and find that 175 nodes are separated into the wrong 
clusters. The best F-measure value and the total accuracy of 
this result are just about 0.94 and 91.6%, respectively. 

The third dataset used to validate our algorithm is the 
superfamily Crotonase, which contains 452 protein sequences 
and 6 protein families. Comparing the performance of both 
algorithms on this dataset, we find that the MFC algorithm is 
also better than the MCL algorithm. The best F-measure value 
is 0.9778, which is obtained when the superfamily is separated 
into 7 families. 

IV. CONCLUSION 

In this paper, we propose an algorithm which is based on 

the Markov chain and simulates the random walk in the 

network. Compared with MCL or FEC algorithm, MFC takes 

WKH�ERWK�µWR¶�DQG�µIURP¶�SUREDELOLWLHV�LQWR�DFFRXQW��VR�LW�FDQ�

reduce the influence of the noises effectively and perform 

better in clustering. We analyze the experiment results and 

find that the Finding Operation plays a key role in the 

improvement. In each iterative step, the Finding Operation 

makes the probabilities of random walk more credible and 

reduces much influence of WKH� µIDOVH� UHODWLRQVKLS¶� EHWZHHQ�

nodes caused by the noise. In addition, we revise the random 

walk in the MFC algorithm in which we make the random 

walk based on the initial probability distribution instead of the 

current iterating result. After the revise, each walking step in 

the network becomes much steadier and less sensitive to the 

µfalse relationship¶ or the noise at the beginning of the 

random walk process. Finally, we test our algorithm through 

experiments and demonstrate that our algorithm has a good 

performance in the detection of protein families. 
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