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Abstract— The purpose of this paper is two-fold: first, to
propose a modification to the generalized measure of association
(GMA) framework that reduces the effect of temporal structure
in time series; second, to assess the reliability of using associ-
ation methods to capture dependence between pairs of EEG
channels using their time series or envelopes. To achieve the
first goal, the GMA algorithm was updated so as to minimize
the effect of the correlation inherent in the time structure. The
reliability of the modified scheme was then assessed on both
synthetic and real data. Synthetic data was generated from a
Clayton copula, for which null hypotheses of uncorrelatedness
were constructed for the signal. The signal was processed
such that the envelope emulated important characteristics of
experimental EEG data. Results show that the modified GMA
procedure can capture pairwise dependence between generated
signals as well as their envelopes with good statistical power.
Furthermore, applying GMA and Kendall’s tau to quantify
dependence using the extracted envelopes of processed EEG
data concords with previous findings using the signal itself.

I. INTRODUCTION

Measures of dependence have been suggested in the literature
to quantify dependencies in neural data. Examples include
correlation [1], [2], mutual information [3], [4] and Granger
causality [5], [6]. Recently, the generalized measure of associ-
ation or GMA [7], [8], [9] has been applied on EEG time series
to extract relational information between different recordings.

In this paper, we propose to further improve the perfor-
mance of GMA when applied on time series and assess
the relevance of applying the updated method on EEG. The
incentive behind this is to lessen the effect of dependence
induced purely by temporal structure. In fact, the reliance
of GMA on nearest-neighbor computation reduces the con-
venience of using it with time-indexed series. The method
designed to circumvent this limitation will be first validated
on synthetically constructed time-series data for which the
dependence level can be controlled. For this purpose, we
start with a Clayton copula with a pre-determined value
of Kendall’s correlation that governs the dependence in the
resulting random variables. The generated independent and
identically distributed random variables are then smoothed,
filtered, and enriched by noise to emulate EEG time-series
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data. The idea is to check whether GMA and Kendall’s
correlation are able to reject (accept) the null hypothesis
of uncorrelatedness for a high (zero) pre-determined value
of Kendall’s correlation, when using either the raw signal
or its envelope. Since the distribution of GMA under the
null hypothesis is unavailable for GMA, we proceed by
generating an empirical distribution for the null hypothesis.
The rest of the paper is organized as follows. In Section
II, we briefly outline GMA and in Section III, we formulate
an updated version of GMA that alleviates the impact of
the temporal structure in realizations. Simulations using
synthetic data are performed in Section IV. For this end,
null hypotheses denoting uncorrelatedness were constructed
and the statistical significance of the obtained results were
assessed in view of each hypothesis. Simulations were also
carried out on real EEG and compared to previous findings.
Section V offers discussion and concluding remarks.

II. GENERALIZED MEASURE OF ASSOCIATION

It is known that correlation (in the sense of Pearson’s
coefficient) only captures second order interactions between
any given time series. On the other hand, the selection of free
parameters when estimating mutual information is a tedious
problem. The motivation behind the generalized measure of
association or GMA is to address these two concerns and
hence exploit the benefits of capturing nonlinear structure
without the cost of free parameters. Generally speaking,
a measure of association estimates how often large values
of a random variable are associated with large values of a
second variable. GMA extends this idea by considering the
pairwise distance between realizations instead of their values
and computing a rank variable based on how relatively close
the realizations are. The GMA value is finally computed
as the skewness of this variable by calculating the area
under the cumulative distribution function (CDF) of the rank
variable. Alg. 1 describes the steps involved in computing
GMA between two time series.

As measure of dependence, GMA is lower and upper
bounded and invariant under rotation and scaling. The values
it assumes range between 0.5 and 1 and it may be asymmet-
ric. The fact that it is parameter-free gives it a unique com-
putational advantage over other approaches. Typical sample
sizes when computing GMA in practical applications would
be greater than 50 samples.

III. TIME SERIES GMA

Typically, when considering realizations from two time
series, the nearest neighbor in amplitude for a given point is
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Algorithm 1: Generalized Measure of Association

Input: Bivariate time series {u¢, v¢}i—; assuming values in
the joint space U x V

Output: Estimated dependence d € [0.5 : 1]
Initialization: P(R=r)=0V re{l,...,(n—1)}
for i € {1...n} do
- Find ;% (j* € J) closest to u;, equivalently

j* = argmin &, (ui,u;), where d,, denotes

J#i
Euclidean distance in U.
- For all j* € 7, find the spread of ranks, i.e.

Ti,maz and 7 min Of v;% in terms of d, such that:
Ti,maz = #{] 1 # i,6v(Uj,U¢) < (51;(’[)]-*,’[}7;)}
Ti,min = #{.] 1J# 7;751’(1).7'77)1') < 6U(Uj*7vi)}

- For all rank values 7; min < 7 < 7i,maz, assign:
L P(R=7)=PR=r)+1/| T |/(rimaz = Ti,min)/n
- Compute C' as the empirical CDF of {ry,...,r,}.
d is the area under C' normalized by (n — 1)

simply the nearest in time, however this does not reveal de-
pendence structure. To overcome this obstacle, we propose to
modify the GMA routine by decreasing the effect of temporal
structure in the input time series. Again, the leading incentive
behind this is that a pair of realizations from each time series
will most probably be very close to the pair(s) corresponding
to the closest in time. Therefore, for each realization in the
time series, we dismiss the realizations within a neighboring
time window to discard dependence purely pertaining to time
structure. Only points falling outside that window would be
considered as nearest neighbors in amplitudes. However, the
choice of this window length is not a straightforward task.
We suggest to use a window size intrinsic to the input domain
and determined by the zero-crossing of the autocorrelation
function (ACF) for each input time series. If no such crossing
exists, we choose a lag corresponding to the first minimum of
the ACF, or its 1/e decay if it does not achieve one. The aim
is to decrease the correlation over time as much as possible
and hence avoid misinterpreting high intrinsic association
within each time series for high values of interdependence.
This choice works well in our context although other choices
are possible. The advantage brought by such setting is to
keep the method parameter-free. The updated algorithm is
outlined in Alg. 2 and Fig. 1 shows an illustrative example:

Algorithm 2: Time Series GMA (TGMA)

- Same Input, Output and Initialization as in Alg. 1

- Let &, and &, denote the ACFs of u and v.

- Let I be the lag at the first zero-crossing of &, if it exists,
the first minimum of &, if no such crossing exists or the 1/e
decay level of &, if the latter is monotonically decreasing.

- Define [} similarly with respect to &, (0 < IX [* < n).

for i € {1...n} do

a. Find u;x (5% € J), where j* satisfies:

-3k

it = arg min O (s, uj)

|7 =il Zmax(l¥, 1)
b. For the obtained j*, proceed as in Alg. 1 to compute
the ranks spread and update P(R = r).

- Return the area under the empirical CDF of the ranks.

Fig. 1: GMA vs. TGMA and
effect of temporal structure.
Top: Two signals X and Y and
their joint scatter plot. GMA
and TGMA give close associ-
ation estimates. Middle: Data
is modulated using a carrier
signal hence inducing signifi-
cant temporal structure towards
which TGMA shows less sensi-
tivity. Bottom: Same procedure
for two different signals.

GMA = 0.55854, TGMA = 0.55217, =43

AV

GMA = 0.70631, TGMA = 0.56043,/'= 15

GMA = 0.5348 (0.6784), TGMA = 0.5635 (0.5876),/'= 15
@

IV. SYNTHETIC DATA

Since GMA is a rank-based approach, we select another
rank-based method for comparison purposes. A good candi-
date is Kendall’s rank correlation because of its simplicity
and widespread use in a variety of applications.

Wt-Zt|

A. Kendall’s Rank Correlation

Kendall’s rank correlation addresses some of Spearman’s
rank correlation (or Spearman’s tho) insensitivities to special
kinds of dependence. In contrast to Spearman’s rho that
proceeds with measuring the difference in the ranks of every
pair of observations, Kendall’s correlation measures in a
non-parametric fashion the degree of association between
two variables in terms of the number of occurrences of
concordant NV, and discordant N, pairs. For two time series
{xt,y}7, of length n

1) N. corresponds to cases where {z; > z; and y; > y;}

or {; < z; and y; < y;}.
2) Ny corresponds to all other cases where {x; > x; and
Yi < yj} or {l‘z <y and Yi > yj}.
The correlation measure generally referred to as Kendall’s
tau is then defined as:

T=(N, —Nd)/@- (1

B. Input

We use two random vectors generated from the bivariate
Clayton copula, with a scalar parameter 7jcsireq. The Clay-
ton copula is an asymmetric Archimedean copula, and can
be defined as:

Ca(u,v) = @3 (da (1) + ¢a(v)) )

where ¢, is the generator of the copula, a continuous and
strictly decreasing convex function from [0, 1] to RT, with
¢4 (1) = 0. An important property of an Archimedean copula
is that it is directly related to Kendall’s 7 according to the
following equation:

t=1 ¢a(t)
a = / d
T, 1+4£=0 o) t 3)

Let Cp be a Clayton copula. We have Cy(u,v) =
[max(u=? + v=% —1,0)]7/%, where the generator function
is ¢g(t) = (t=% —1)/6, hence:

Tdesired = T = 0/(0 + 2) 4)
We use a similar setting to the one in [7]. The length of

the generated vectors was set to 114 x 40 = 4560 samples.
Applying the inverse of a Beta CDF on the generated vectors
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generates two Beta random variables with the desired rank
correlation (7Tgesired). The choice of a Beta distribution is
to capture the amplitude constraints on EEG signals due to
sampling [10], [11]. We choose the parameters « and 3 of
the Beta distribution to be equal (« = g = 2) resulting in
symmetric distributions.

C. Synthetic Signal Processing

The generated random variables can be seen in Fig. 2.
A Gaussian FIR filter with a 3-dB bandwidth-symbol time
product of 0.16 is used to smooth the resulting signal.
After subtracting the mean, we amplify the signals to the
range of EEG data and add WGN with zero-mean and unit
variance. A high pass filter with order 150 and a 12 Hz cutoff
frequency and a lowpass filter with order 150 and 20 Hz
cutoff frequency were used to bandpass the resulting signals
to match the processing of the raw EEG data in [7].

0.8

Tdesired 04 Tdesired

Tdesired =0

20

0 20 =20 0 20 =20 0

(d) (e) (f)
Fig. 2: Two random vectors generated from the bivariate Archimedean
Clayton copula with a parameter corresponding to Tgegireq Of (@) 0, (b)
0.4 and (c) 0.8. (d-e-f) Corresponding Beta random variables.

Since we are interested in narrowband signals, we then
extract the envelope as the instantaneous amplitude of the
processed signal [12]. As a reminder, the instantaneous
amplitude is defined as the magnitude of the analytic signal,
in turn defined as the sum of the signal with its Hilbert
transform. For a signal w(t), the Hilbert transform #(w(t))
can be expressed as:

+o0
H(w(t)) = % w(t) % _ % 2% L v 4 (s

t—T
where PV denotes the Cauchy principal value of the sin-
gular integral. Fig. 3 shows the generated signals and their
envelopes, versus real EEG data processed according to [7].

V. SIMULATIONS

A. Synthetic Data

Monte Carlo simulation consisting of 1000 iterations were
performed to generate the null hypotheses of uncorrelated-
ness (induced by setting Tgesireq = 0) for synthetic data.
Delays of up to 20 samples were introduced when computing
dependencies between the signals to emulate propagation
delays. Hence a total of 20000 points were used in the
generation of the distribution corresponding to a given null
hypothesis. Distributions corresponding to four null hypothe-
ses were constructed: for each measure of dependence (GMA
and Kendall’s tau) two per type of input used (signal or
envelope). The resulting distributions are shown in Fig. 4;
the signals and their envelopes have similar distributions.

Sample EEG signal for channel # 72 Synthetic Signal # 1

10
0 0
-10) -5

-20’
0

500 1000 1500 2000 1000 1500 2000 2500 3000
(a) Time (ms) (b) Time (ms)

Sample EEG signal for channel # 88 Synthetic Signal # 2

20,

-5
-10

7200 500 1000 1500 2000 ~1000 1500 2000 2500 3000
(c) Time (ms) d) Time (ms)

Fig. 3: (a and ¢) EEG signals recorded at channel locations 72 (a)
and 88 (c) with their corresponding envelopes computed using the Hilbert
transform. (b and d) Synthetic input generated as described in Section IV.B
with the corresponding envelopes.
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Fig. 4: Null hypotheses for uncorrelatedness generated at the signal and
envelope levels when using TGMA for computations (upper row) and
Kendall’s tau (lower row).

We can then use these distributions to assess whether the
observed envelopes of the processed signals are dependent
as well. For example, the signals in Fig. 3 were synthesized
using random variables correlated at a Tgesireq = 0.8 level.
The computed correlation of the corresponding envelopes
is 0.71 and obviously rejects the null hypothesis with a
very small p-value. Hence, we show that the filtering, noise
addition, and envelope extraction steps do not shield the
intrinsic dependence value. Following this observation, we
use the envelopes of the processed signals in the remainder
of this manuscript.

B. Real Data

We propose to tackle the problem suggested in [7] by
applying the methods mentioned above on the envelope
signal. As a brief overview, the experimental setting exploits
the steady-state visual evoked potential (ssVEP) paradigm by
flashing a visual stimulus at a rate of 17.5 Hz to a participant.
Two types of stimuli were presented to the subject, one
representing an image of a neutral human face and the second
a Gabor patch, each presented for a duration of 4.2 sec (plus
0.4 sec pre-stimulus baseline). A surface Laplacian method
was applied on the raw EEG data and the experiment’s
goal was to identify which regions are active during the
cognitive processing of each stimulus and hence analyze
the corresponding connectivity patterns between all channel
locations. In [7], two traditional coupling methods (Pearson’s
correlation and mutual information) besides GMA were used
to calculate bivariate interactions with respect to a single
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parietal channel chosen as reference. The methodology sug-
gested in this paper will be applied on the same experimental
data to compare the inferred functional relationships across
different electrode sites.

C. Results

Tests on synthetic data were repeated for values of T4esireq
ranging from O to 1 and confirmed the observation of Fig. 4.
This is reflected by the increasing values of captured depen-
dence in Fig. 5 (a & b) and represents a motivation to extract
dependency information from envelopes of processed time
series without losing track of the underlying dependence.

Fig. 6 shows the obtained dependence maps when using
Kendall’s tau and Time Series GMA (TGMA) on EEG
data for the face condition. Both measures indicate higher
coupling for this condition between occipital sites and the
temporal-parietal-occipital sites neighboring electrode Pjy.
Using the distributions in Fig. 7 (obtained via surrogate data
generation by permutation of samples), those locations would
correspond to regions exhibiting statistically significant de-
pendence with respect to the reference electrode. The number
of statistically significant pairwise links can be seen in Fig. 5
(c). The small significance level used is 0.039% and has been
determined by Bonferroni’s correction criterion for multiple
comparisons where we divide the family wise error rate of
5% by the number of performed comparisons (129 in this
case). With this method, TGMA has 51 significant links
for the Face condition and 32 for the Gabor condition. For
Kendall’s tau, the numbers are respectively 90 and 72. The
number of common links returned by both methods is 41,
corresponding to 81% of the total TGMA links.

Measured TGMA - Sy i 7= Sy i K ’s tau vs. TGMA - EEG
1 0. 1
-+-TGMA T |[-+-Kendan I
09 *" | osf-e-Kendall-env| AR °
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Fig. 5: (a and b) Measured values of TGMA and Kendall’s tau versus
desired dependence levels. (¢) Obtained p-values with the corresponding
statistical significance. We consider a test to be statistically significant when
the p-value is less than 0.00039. Most measured 7 values were significant.

___ B p— J—
(a) TGMA-L (b) TGMA-R (c) KendallL (d) Kendall-R

Fig. 6: First two subplots (a and b) show interpolated TGMA measures
over right and left (R and L) head surface for the Face condition and
subsequent subplots (¢ and d) exhibit the same when using Kendall’s tau.

VI. CONCLUSION

This paper demonstrated on synthetically generated data
that it is possible to apply measures of association on
the envelopes of processed signals to quantify dependence
between the underlying random variables. Based on this, we
carry out a similar procedure on a single-trial EEG dataset
where the goal is to localize functionally connected regions
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60
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1

80
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3 3
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Fig. 7: Top row shows the generated null hypotheses using EEG data, and
the distribution of the obtained corresponding p-values. Bottom row plots
the obtained p-value per channel per condition for TGMA / Kendall’s tau.

in response to a certain visual stimulus. The EEG time
series are first processed as depicted in [7] and [8], then
the instantaneous amplitude of the signal is extracted and
pairwise association measures were computed using both
Kendall’s tau and TGMA. Results show that both measures
seem to indicate activation in a region near P, with overlap
in statistically significant links between the two measures.
The large number of channels labeled by Kendall’s tau as
dependent with statistical significance suggests that the latter
is more sensitive to transient dependencies and that TGMA
performs better in capturing non-temporal dependence. Fu-
ture work includes looking at the dependence evolution in
time from a dynamic graph theoretical perspective.
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