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time data display by continually receiving the latest location 

data via the standard WebSockets API.  Thus, the output of 

the visualization service can be embedded into any web page, 

including web pages on other sites, via an iframe. A future 

revision will improve latency by implementing a 

visualization tool as a Java GUI application using 

conventional TCP sockets. 

 

E. Data objects 

Servlets interact with the Amazon SimpleDB database 

through data access objects (DAOs), which provide an 

interface for retrieving, persisting, and deleting the two types 

of data objects: channels and packets. A channel represents a 

stream of data from a single source, such as a stream of 

gyroscope measurements. The data are contained in packets, 

consisting of a series of measurements over a short timespan, 

such as 1 second. The DAOs store and load packets for 

channels, while providing a query-based functionality so that 

packets for a specific time period can be retrieved, annotated 

with additional metadata, and recorded back to the database. 

In our system, the DAOs are used to archive data in 

SimpleDB so that it can be retrieved later using the data 

sharing service (F). 

F. Data sharing and storage service 

The data sharing service, needed for integrating our 

system with other programs, is a web application hosted on 

Amazon EC2 servers with autoscaling, managed by Amazon 

Elastic Beanstalk. The interface for retrieving data is an 

HTTP servlet implemented in Java, while Apache Tomcat 

was used as the JSP/Servlet implementation. The 

requirements for the application were to retrieve data using 

an Amazon cloud storage service, and provide an API for 

downloading the data via HTTP. This HTTP interface for 

stored data provides a standard mechanism for data analysis 

and retrieval by other tools. It can be used as a data provider 

for a wide range of web-based and other applications. The 

entire application runs on Linux (within an Amazon virtual 

machine) and, as with other components of our system, is 

easily deployed onto multiple physical machines. 

IV. SYSTEM TESTING 

We performed unit testing to validate functional 

correctness of our system components, as well as integration 

testing that stressed the amount of users¶� GDWD that can be 

processed per unit of server capacity, thereby indicating how 

much capacity is required to track a given number of users. 

A. Unit and manual tests 

A combination of JUnit and manual tests were conducted. 

JUnit tests uploaded data, invoked the location analysis 

component, and retrieved data for visualization. The accuracy 

of the location analysis component had previously been 

tested [16]. All components of the system satisfied respective 

unit tests. In addition, full end-to-end tests were run 

manually, where the system uploaded data from sensors, 

invoked the location analysis algorithm, stored the results 

into SimpleDB, and displayed the output. 

B. Throughput and latency tests 

:H� FRQILJXUHG� WKH� V\VWHP� WR� XVH� RQH� $PD]RQ� ³large´�

server (equivalent CPU capacity of four 1.0-1.2 GHz 2007 

Opteron or 2007 Xeon cores, with 7.5 GB shared RAM) to 

run our data processing and location analysis tools. A 

separate machine streamed IMU and Gyroscope data 

(collected during testing) to the server, simulating multiple 

users. In order to prevent network latency outside the 

Amazon platform from affecting performance, the data 

generation server was hosted on another Amazon EC2 

instance within the same data center. For each of several 10 

minute periods, this server sent 50 samples per second (the 

sampling rate that we previously demonstrated in our prior 

work [16]) per accelerometer and gyroscope axis to the 

location analysis server and recorded the time required for 

the system to generate location output. 

We found the system latency remained relatively constant 

while tracking up to 6 users simultaneously (Figures 4 and 5), 

with an average latency of 750 milliseconds. With 7 

simulated users, average latency started to increase. Thus, our 

system is capable of providing continuous near-real-time 

tracking of 6 to 7 users per server. Because additional users 

could be tracked with additional servers on separate data 

storage units, the number of servers is expected to scale 

linearly with the number of users.  

 
Figure 3. Visualizer servlet output, showing positions of 
users along with simulated paths in a virtual house. 

 
Figure 4. System latency rose when throughput reached 7 
simulated users per server (~ 2.1k samples per second). 
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V. CONCLUSION 

We demonstrate a cloud-based software infrastructure for 

real-time location tracking. Each server can continually track 

6 people simultaneously, with no limits on the number of 

people that could be tracked in parallel by multiple servers. 

The next step will be to test reliability through a long-term 

field study. Security should be evaluated and tightened, to 

ensure that data from sensors are authentic. Further work 

could enhance performance so more users can be served per 

server. We also could augment the location-tracking 

algorithm with knowledge of the space being navigated, 

potentially allowing us to use filtering techniques based on 

where the device is not (e.g., no walking through walls or 

furniture) giving higher accuracy with relatively little 

computation.  The resulting system is expected to serve as the 

basis for additional studies into the association between daily 

activities and health outcomes, thereby helping elderly people 

live independently as long as possible. 
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Figure 5. Latency consistently remained under 2 seconds until throughput reached 7 simulated users per server. 
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