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Abstract— Modern imaging technology permits obtaining
images at varying depths along the thickness, or the Z-axis
of the sample being imaged. A stack of multiple such images is
called a Z-stack image. The focus capability offered by Z-stack
images is critical for many digital pathology applications. A
single Z-stack image may result in several hundred gigabytes of
data, and needs to be compressed for archival and distribution
purposes. Currently, the existing methods for compression
of Z-stack images such as JPEG and JPEG 2000 compress
each focal plane independently, and do not take advantage of
the Z-signal redundancy. It is possible to achieve additional
compression efficiency over the existing methods, by exploiting
the high Z-signal correlation during image compression. In
this paper, we propose a novel algorithm for compression of
Z-stack images, which we term as ZPEG. ZPEG extends the
popular discrete-cosine transform (DCT) based image encoder
to compress Z-stack images. This is achieved by decorrelating
the neighboring layers of the Z-stack image using differential
pulse-code modulation (DPCM). PSNR measurements, as well
as subjective evaluations by experts indicate that ZPEG can
encode Z-stack images at a higher quality as compared to
JPEG, JPEG 2000 and JP3D at compression ratios below 50:1.

I. INTRODUCTION

Whole slide imaging involves the digitization of a glass
slide using CCD technology, thus enabling users to view
high-resolution digital images of tissue sections, smears
and other samples on an electronic display. Once digitized,
these images can be easily and interactively shared over
the Internet [1]. Further, whole slide images (WSIs) remove
the reliance on physical space and equipment for storing
and viewing conventional glass slides, and in contrast to
glass slides, are not susceptible to damage and fading over
time. Due to these advantages, WSIs are widely used in
teaching, and in some cases have replaced conventional light
microscopy [2].

Most WSIs consist of a single focal plane. However,
images acquired at a single focal depth are not sufficient
for assessment of structures such as thick smears, folded
tissue sections and other three-dimensional (3D) cell groups.
Acquiring images at various focal planes is also helpful for
identifying cells undergoing division (mitotic figures), which
is a critical measurement in evaluating many cancers. To
replicate the focus capability of the optical microscope in
the digital domain, it is necessary to construct 3D slides
composed of multiple WSIs acquired along the thickness, or
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Z-axis, of the sample [3], [4]. This collection of multiple im-
ages is called a Z-stack image. Z-stack images can find appli-
cations in cytology and morphology studies, brain-mapping
and analysis of any samples demonstrating variations along
the Z-axis. However, uncompressed Z-stack images result in
extremely large files. For example, a 20mm x 15mm region
digitized with a resolution of 0.25 microns/pixel, using an ob-
jective lens with 40x magnification and an eyepiece with 10x
magnification results in an image containing 80000x60000
or 4.8 giga-pixels. When represented with 24 bits per pixel
(bpp), this image results in a file size of around 15 gigabytes
(GB). Since a Z-stack image is composed of multiple WSIs,
the size of the entire Z-stack image can be in the order
of several hundred gigabytes. For a hospital, which may
scan hundreds of Z-stack images in a single day, archiving
these uncompressed images is nearly impossible. Further,
transmission of such large images results in unacceptably
long latencies. Clearly, some form of image compression
is required to squeeze these huge images down to more
manageable sizes.

Although Z-stack imaging is a relatively recent innovation
in the domain of digital pathology, 3D medical imagery in
the form of X-ray radiography, computed tomography (CT)
and magnetic resonance imaging (MRI) has long existed in
the field of radiology. Further, multispectral and hyperspec-
tral images have been commonly used in remote sensing,
geology and mining. To compress these volumetric images,
techniques employing 3D transforms such as 3D DCT [5]
and 3D wavelets [6] have been proposed in literature. Further,
JPEG 2000 Part-2 (multi-component transform (MCT)) and
the JPEG 2000 3D (Part 10 or JP3D) have been used for
compression of radiology images [7], [8]. Similarly, a combi-
nation of 3D DCT and hybrid DPCM-DCT, as well as JP3D
has been employed for compression of hyperspectral imagery
[9], [10]. To the best of our knowledge, the application of 3D
image compression algorithms in digital pathology has not
been investigated so far. Currently, all commercially available
slide scanners compress the scanned Z-stack images using
the JPEG [11] or the JPEG 2000 [12] compression standards
[13]. These standards were originally designed to compress
two-dimensional (2D) images. To compress Z-stack images
using 2D image compression algorithms, each focal plane
of the Z-stack is treated as an independent image. However,
this method does not take into account the inherent Z-signal
correlation of the Z-stack image, and results in a significant
loss of compression efficiency. To exploit the redundancy
along the Z-direction, we propose a novel compression al-
gorithm which we term as ZPEG. ZPEG extends the popular
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DCT-based image encoder such as JPEG, to compress a
stack of correlated images. This is achieved by employing
transform-domain DPCM to decorrelate neighboring layers
of the Z-stack. In the following sections, we will describe
the proposed scheme in detail.

II. COMPRESSION OF Z-STACK IMAGES

Z-stack images are formed by acquiring multiple WSIs
at different depths along the thickness of the sample. A
key result of acquiring images in this manner is the in-
troduction of a strong Z-signal redundancy within the Z-
stack image. Fig. 1 shows different focal planes (or layers)
of a single Z-stack image. As seen from this sequence of
images, cell-groups appear to sharpen or fade progressively
across various layers along the Z-axis. Fig. 2(b) shows the
correlation coefficient (ρ) between the planes of the Z-
stack image shown in Fig. 2(a). As seen from Fig. 2(b),
even for a lag of six layers, the autocorrelation coefficient
along the Z-axis is very high (ρ ≈ 0.99), indicating a very
strong Z-signal correlation. For all the Z-stack images in
our database, we found that the autocorrelation coefficient
never drops below 0.95 across the entire stack, indicating that
all the layers of the Z-stack image are fairly correlated. 2D
image-compression algorithms such as JPEG and JPEG 2000
employ a 2D transform to spatially decorrelate the image, but
fail to exploit this strong Z-signal redundancy, thus resulting
in a loss of compression efficiency. ZPEG overcomes this
limitation of 2D image encoders by using DPCM to exploit
the interlayer redundancy within Z-stack images.

Fig. 1. Different layers of a single Z-stack image.

The term ZPEG is inspired from the popular JPEG stan-
dard, and was chosen because ZPEG essentially extends
JPEG to three dimensions. Fig. 3 shows a block diagram
of a transform-based 2D image encoder. The main blocks of
such encoders are the forward transform, the quantizer and
the entropy encoder. Forward transforms such as the DCT
or the Discrete Wavelet Transform (DWT) exploit the spatial
redundancy within the image by spatially decorrelating the
neighboring pixels of the image. The quantizer irreversibly

Fig. 2. Z-signal correlation within a Z-stack image.

quantizes these transformed coefficients, and the entropy
encoder losslessly compresses these quantized coefficients
to generate the compressed bitstream. In JPEG, the forward
transform of choice is the 2D DCT. The DCT coefficients
are quantized using standard or custom quantization tables
and losslessy compressed using a combination of run-length
and Huffman encoding to generate the JPEG bitstream. The
JPEG decoder shown in Fig. 3 performs the inverse of all
the operations carried out by the encoder. Thus the decoder
“unpacks” the encoded bit-stream to generate the quantized
DCT coefficients. This is followed by inverse quantization
and a 2D inverse DCT (IDCT) to reconstruct the individual
pixels of the image.

Fig. 3. Block diagram of a transform-based image encoder and decoder.

To extend a 2D image encoder to the three dimensions,
we employ a hybrid DPCM-DCT based approach. Fig. 4
shows the block diagram of a simple DPCM codec [14]. In
a DPCM-based encoder, neighboring pixels are decorrelated
by generating an “estimate” or a predicted pixel, and then
computing a “residual” by subtracting the predicted pixel
from the input pixel. This residual is further quantized,
encoded and transmitted. In its simplest form, the predicted
pixel can be generated using a linear predictor. The decoder
reverses the operations performed by the DPCM encoder to
reconstruct the output pixel.

Fig. 5 shows the block diagram of the proposed ZPEG
algorithm. The encoding starts by spatially decorrelating
neighboring pixels of each layer using the 2D DCT. Next,
the DPCM encoder exploits the Z-signal correlation by
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Fig. 4. Block diagram of a DPCM-based image encoder and decoder.

generating a “predicted layer” corresponding to each input
layer. For computation simplicity, and to avoid the overhead
of signaling the predictor coefficients to the decoder, the
predicted layer in our scheme is simply the previous encoded
layer. Thus the residual generated by the DPCM encoder is
essentially a difference image between the current layer and
the previously encoded layer. Finally, a JPEG-like entropy
encoder losslessly compresses the residual to generate the
ZPEG bitstream. The gain in compression efficiency of
ZPEG over JPEG is due to the fact that the “energy” of
the residual frame is much lower than that of the original
frame. Lower energy implies that ZPEG can represent the
same information using lesser number of bits as compared
to JPEG.

Fig. 5. Block diagram of the ZPEG encoder and decoder.

III. RESULTS AND DISCUSSIONS

Currently, JPEG and JPEG 2000 are the state of the art for
compression of Z-stack images. Further, since JP3D has been
specifically developed to compress 3D medical imagery [8],
[10], we compare the performance of ZPEG against these
three image-coding standards. To test the performance of
our scheme, we acquired several Z-stack images, and also
downloaded some images available online [15]. We imaged
several smears using the Hamamatsu Nanozoomer [16] slide-
scanner at a magnification of 40x. Each acquired Z-stack
image consisted of 17 layers, and each layer had a spatial
resolution of approximately 20000x18000 pixels. These Z-
stack images were further decomposed into multiple tiles of
the size 4096x4096 pixels. These tiles were then encoded
using the different image encoders mentioned above. JPEG,
JPEG 2000 and JP3D compression was performed using

libraries provided by the Independent JPEG group [17] and
OpenJPEG [18]. The ZPEG encoder was implemented by us
in Matlab. Fig. 6 shows the PSNR for three Z-stack images.
As seen in the figure, ZPEG outperforms JPEG in terms of
PSNR at all compression ratios. ZPEG also achieves a gain
of 0.5 to 1.5 dB over JPEG 2000 and JP3D at compression
ratios below 50:1. However, at higher compression ratios
JPEG 2000 and JP3D start to outperform ZPEG. It is also
interesting to note, that the performance of JPEG 2000 and
JP3D remains very similar across all compression ratios.

While PSNR is a simple metric to evaluate compression
performance, it does not relate well with the visual quality
of the image. Moreover, due to the medical nature of these
images they need to be compressed at diagnostically lossless
(DL) quality [19]. A digital-pathology image compressed at
DL compression ratio is not necessarily mathematically loss-
less, but a pathologist should still feel comfortable rendering
a diagnosis off a DL-compressed image. To compare the
DL quality of various compression schemes, we conducted
subjective evaluation tests as described below:

• Three Z-stack images (tiles) were chosen for the test.
Each image was compressed using JPEG, ZPEG, JPEG
2000 and JP3D and compressed at five different com-
pression ratios varying from 5:1 to 57:1.

• Images were presented for evaluation in a randomized
fashion, and in the form of 15 test-sessions. Four
compressed images were displayed in each test-session.
All images appearing in the same test-session were
compressed at the same compression ratio, but using
different compression schemes.

• All images were evaluated by five pathology residents
who compared, and indicated their preference towards
one or more of the four images displayed in each test-
session. The evaluators were blind to the compression
scheme and the compression ratio used for each image.

Once all the responses were received, a “winner” was
determined for each of the 15 test-sessions. The winner is
the compression scheme that received the most number of
votes. Table I shows the amount of “wins” accumulated by
each scheme. As seen from Table I, ZPEG was not the
outright winner, but did receive the most number of wins.
This implies that ZPEG was not the preferred choice of
compression scheme for every test-session, but was chosen
more frequently over the other schemes.

TABLE I
TOTAL NUMBER OF WINS FOR EACH COMPRESSION ALGORITHM.

Image-coding scheme Number of wins
JPEG 1
JP3D 4
JP2K 6
ZPEG 9

The subjective evaluations also indicate that the perfor-
mance of the ZPEG algorithm was consistent across all the
evaluated compression ratios. For example, ZPEG was a win-
ner for an image compressed at the lowest compression ratio
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Fig. 6. PSNR vs. compression ratio for some images in the database.

of 5:1 as well as the highest compression ratio of 57:1. All
other schemes have a rather inconsistent performance as seen
in the Table II. The evaluators were also prompted to provide
qualitative comments regarding each image. Some of the
comments that we received were, “good brightness/contrast”,
“best resolution” and “better nuclear detail”, justifying the
winner in each case.

TABLE II
PERFORMANCE OF DIFFERENT COMPRESSION SCHEMES AT VARIOUS

COMPRESSION RATIOS (CR)

CR Winner CR Winner
5:1 JP2K or ZPEG 10:1 JP3D, JP2K or ZPEG
14:1 JP2K 17:1 JP2K or JP3D
25:1 ZPEG 27:1 ZPEG
28:1 JP2K 32:1 JPEG
36:1 JP2K, JP3D or ZPEG 43:1 ZPEG
48:1 ZPEG 55:1 ZPEG
57:1 ZPEG

IV. CONCLUSIONS

Existing methods for compression of Z-stack images such
as JPEG and JPEG 2000 compress each focal plane in-
dependently, and do not take advantage of the Z-signal
redundancy. In this paper, we proposed a hybrid DPCM-
DCT based approach for compression of Z-stack images,
which we termed as ZPEG. The ZPEG image compression
algorithm exploits the interlayer redundancies existing within
the Z-stack image using a hybrid DPCM-DCT based scheme.
Objective results indicate that ZPEG finds utility at lower or
diagnostically lossless compression ratios, while JPEG 2000
and JP3D lend themselves better for applications involving
more aggressive compression. Subjective results indicate that
although ZPEG is not universally favored, ZPEG compressed
images are more frequently preferred over Z-stack images
compressed using JPEG, JPEG 2000 or JP3D.
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