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Abstract—Traditional multiscale method uses coarse grained 

average (CGA) to evaluate sample entropy (SE) parameters in 

different scales for signal characterization. In this study, we 

propose to use discrete wavelet transform (DWT) to decompose 

hear rate variability signals into multiscale sequences for the 

calculation of SE features for the recognition of congestive heart 

failure (CHF) and atrial fibrillation (AF) from normal sinus 

rhythm (NSR). The support vector machine (SVM) is used as the 

classifier and the capability of the features are justified with 

leave-one-out cross-validation method. The results demonstrate 

that the system using multiscale SE features calculated from 

both CGA and DWT with five dyadic scales outperforms that 

based on tradition multiscale method using CGA and 20 scales. 

Compared to the 5-scale CGA method, the proposed 5-scale 

DWT method achieved 6.7% and 0.77% increases in the 

recognition rates for CHF and AF, respectively, and resulted in 

an 8.35% raise in the overall recognition accuracy. 

 

I. INTRODUCTION 

Heart rate variability (HRV) is a powerful tool for 

diagnosing disorders in the neural control of heart activities. 

Researchers regularly use linear methods, such as 

time-statistics analysis and Fourier transform, to characterize 

HRV signals for diagnosing heart diseases [1, 2]. However, 

HRV signals usually present more complex patterns which 

may not be completely described by linear methods. 

Consequently, researchers sought to apply nonlinear methods 

to uncover the nonlinear dynamics of HRV. Several 

approaches stemming from nonlinear dynamics have been 

employed for this purpose [3-6]. Amongst them, the concept 

of entropy is associated with the rate of information 

production and is usually used to quantify the complexity in 

physiological data [3, 4]. A practical measure of entropy for 

short data is sample entropy (SE) [7].  

Recently, multiscale analysis method, namely coarse 

grained average (CGA), has been applied to calculate SE from 

different scales of the signals [8-9]. Complexity measures 

calculated in this manner was termed multiscale sample 

entropy (MSE). MSE based on CGA has been demonstrated 

to successfully differentiate HRV sequences of young from 

elderly subjects [8]. However, when applying MSE to 

differentiate the HRV of normal sinus rhythm (NSR) and two 
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pathological states, congestive hearts failure (CHF) and atrial 

fibrillation (AF), the result was more complicated and may 

require considering also the specific values of the SE and their 

dependence on resolutions (scales) [8]. 

The CGA process shrinks a signal by first segmenting it 

into pieces of different lengths (scales) and calculates the 

average of the pieces as the values of the shortened signal. 

This process is similar to passing a signal through a low-pass 

filter and performs the down-sampling and mimics the use of 

discrete wavelet transform (DWT) for signal decomposition 

[10]. A signal can be decomposed into finer details by 

multi-level DWT using high-pass and low-pass filters. The 

DWT has the advantage that the process is reversible such that 

the signal can be decomposed into subband components and 

these components can then be reconstructed back to the 

original signal, which is not possible with CGA. 

In the present study, we explore the discrimination power 

of multiscale SE features for CHF and AF recognition based 

on DWT. The discrimination power of the MSE features using 

DWT is compared to that of the original MSE features using 

CGA in the recognition of CHF and AF from NSR.  

II. MULTISCALE ANALYSIS OF SIGNALS  

A.  Coarse Grained Average (CGA)  

The coarse grained average (CGA) method was proposed 

in [8]. Consider a time series of length N, {xi}={x1, x2,…, xN}, 

we can construct a coarse-grained averaged (CGA) time series 

{vj(τ)}, where τ is the scale factor, such that 
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For scale one, the time series {yj(1)} is simply the original 
time series. For scale factor τ larger than unity, the original 
time series shrinks into a coarse grained sequence of length 
N/τ with values calculated from the N/τ non-overlapping 
segments of length τ. In this manner, CGA performs 
smoothing and de-correlation of the sequence and is able to 
resolve complexity on different scales. We follow the CGA 
method proposed in [8] and generate the first twenty 
consecutive scales of signal for calculating the SE features. 

B. Discrete Wavelet Transform (DWT) 

Discrete wavelet transform (DWT) has been widely used 

in signal processing tasks [10]. The major advantage of the 

DWT is the providing of great time and frequency 

localizations. Moreover, DWT allows the decomposition of 

the signal into different scales, each of which represents 

particular coarseness of a signal. Amongst the various wavelet 
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bases, the db4 wavelet is most similar to the HRV signals and 

is chosen as the mother wavelet in this study. 

The structure of a 4-level DWT for signal decomposition 

is illustrated in Fig.1 [10].With high-pass filter g(n), low-pass 

filter h(n), and down-sampling operator↓2, the 4-level DWT 

was applied to decompose the input signal into subband 

components. The choice of 4-level DWT is based on the 

knowledge that subbands A1 through A4 correspond to the 

low-frequency parts of DWT decomposition with 2
1
, 2

2
, 2

3
, 

and 2
4
 points down-sampling, respectively, where 2

4
 = 16 is 

the largest dyadic integer which is smaller than the scale 20 

used in CGA. By using DWT, 5-scale components, including 

subbands A1 through A4 and the original signal, are generated. 

III. CALCULATION OF SAMPLE ENTROPY 

The concept of entropy has been widely used to quantify 

the complexity of a signal. Traditional entropy-based 

algorithm usually requires an infinite data series with 

infinitely accurate precision and resolution [7]. To deal with 

short and noisy time series, Pincus [11, 12] introduced the 

approximate entropy (ApEn). Then, Richmann and Moorman 

[7] modified ApEn and proposed the so-called sample entropy 

(SE). Costa et al. [8] further combined multiscale analysis 

with SE for quantifying the complexity of physiologic time 

series.  

Given a time series of length N, x={x1, x2,…,xN}, define 

an m-dimension sequence vector y
(m)

(i)={xi, xi+1,…, xi+m-1}. 

Two vector y
(m)

(i) and y
(m)

(j) are similar if their distance 

d(i,j)=max{|xi+k - xj+k|: 0≦k≦m-1} is smaller than a specified 

tolerance level δ. By repeating this process, the number of 

similar vectors can be determined for each of the N-m+1 

vector y
(m)

(i). Let ni
(m)

 represents the number of vectors similar 

to y
(m)

(i). The relative frequency of finding a vector y
(m)

(j) 

similar to y
(m)

(i) within a tolerance level δ is calculated as 

     

Ci
(m)(d) =

ni
(m)

N -m+1                                                     (2)

 

Similar to the definition of entropy, we can taken logarithm of 

Ci
(m)
(δ) and calculate the average value such that 
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The approximate entropy can be defined as 
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or equivalently using ergodicity 
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Since the evaluation of happrox(δ,m) usually results in 

biased statistics [12]. Therefore, a related complex measure, 

the sample entropy, was usually used instead [7]. In the study, 

we adopt two sample entropies SE1 and SE2 calculated, 

respectively, from hsample(δ,m) with m = 1, 2 and δ = 0.15σ, 

where σ is the standard deviation of the original time series [8]. 

We then calculated the SE features from the multiscale signals 

generated by using both CGA and DWT methods. 

 

Figure 1.  Four filter-bank implementation of DWT. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.  Block diagram of the proposed method. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

IV. EXPERIMENTAL DESIGN  

A. Database  

The block diagram of the proposed system is depicted in 

Fig. 2. Data for this study were selected from the congestive 

heart failure (CHF), artrial fibrillation (AF), and normal sinus 

rhythm (NSR) database; all of them were available on the 

PhysioNet [13]. Records acquired from 44 CHF, 80 AF, and 

72 NSR subjects were obtained from the databases for 

analysis. Each record comprised also a beat annotation file 

which showed the occurring time of the specify R peaks 

confirmed by specialists.  
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       The HRV sequences were generated by first extracting 

15-minute segment data in the early morning from each of the 

records and then calculated the RR-interval (RRI) based on 

the annotation file. The 15-minute data length was motivated 

by a recent study [14] which explored the influence of 

segment length in differentiating pathological HRV. The 

authors have pointed out that using record segments of 

15-minute in length was sufficient for recognition. We further 

confined the 15-minute data segments to be extracted in the 

same period of time as an attempt to minimize the influence of 

natural time cycle. 

B. Preprocessing and Feature Extraction 

We have developed preprocessors to remove the ectopic 
beats and trend in the original RRI sequences [15]. This 
procedure aimed to eliminate outliers, especially the 
extremely small-valued data, possibly induced by artifacts. 
The results in [15] demonstrated the effectiveness of the 
preprocessors in reducing the effect of artifacts while 
preserving the major properties of the RRI sequences for 
recognition. The filtered RRI sequence was first interpolated 
with cubic-spline method and resampled at a rate of 4 
samples/sec. The interpolated and resampled RRI sequences 
were first analyzed with different multiscale method. The two 
SE features were then calculated from each of the multiscale 
signals. 

C. Performance measures and validation 

 The performance of the classifier is measured by the 

recognition rates of CHF, AF, and NSR, respectively. The 

recognition rate of CHF is defined as the ratio of the number 

of correctly recognized CHF records to the total number of the 

CHF records, etc. Moreover, a measure of the classifier’s 

performance, the accuracy (ACC), is the ratio of correctly 

classified test records to the total number of test records. 

The leave-one-out cross-validation method was employed 

to evaluate the performance of a classifier. This method uses 

all, except one, samples to train the classifier and then uses the 

reserved sample to test the performance of the classifier. This 

procedure repeats until all the samples have been reserved 

once as testing sample and the percentage of true results is 

calculated as a measure of classifier’s performance. This 

method tests over the entire database and allows each sample 

has the same opportunity to serve as the training and the 

testing sample. 

D. Support Vector Machine Classifier  

   Support vector machine (SVM) maps the training 

samples from the input space into a higher-dimensional 

feature space via a mapping (kernel) function [16]. Any 

product between vectors in the optimization process can be 

implicitly computed to generate a hyperplan to categorize two 

classes.  

   For a training set of instance-label pairs (xi,yi), i=0,…l ,  

where n

ix R  and yi=[-1,1] and a non-linear operator mapping 

with kernel function φ, the optimization problem becomes 
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where S>0 is the penalty parameter for the error term and ξi is 

the set of slack variables that is introduced when the training 

data is not completely separated by a hyperplane. To solve 

this problem, Vapink [16] has shown that the solution can be 

found by minimizing both the errors on the training set 

(empirical risk) and the complexity of the hypothesis space. 

Consequently, the decision found by SVM is a tradeoff 

between error and model complexity. Numerous studies have 

demonstrated the superiority of using SVM classifier over 

other classifiers in pattern classification tasks. Consequently, 

we employ the SVM classifier in the study. The radial basis 

function (RBF) was empirically selected as the kernel function 

of the SVM classifier.  

E. Experimental protocol 

The entire 196 records (44 CHF, 80 AF and 72 NSR) in 

the database were used in the study. All features were 

extracted from the records and normalized by first subtracting 

the mean and dividing with the standard deviation (s.d.) and 

then passing through a tangent sigmoid function, such that all 

the features were normalized to be bounded in the same range 

of [-1, +1]. The normalization process was performed prior to 

classification as an attempt to eliminate the influence of bias 

due to the use of different feature scales. The support vector 

machine (SVM) as classifier was then employed to 

discriminate the CHF, AF, and NSR HRV sequences with 

leave-one-out cross-validation method. The effects of 

different multiscale methods and the discriminating power of 

the SE features for recognition are investigated. 

V. EXPERIMENTAL RESULTS 

In recent studies [8, 9], multiscale sample entropy has 

been successfully used to distinguish CHF and AF from NSR. 

These studies applied CGA to characterize sample entropy 

(SE) in different scales and demonstrated an increase in the 

discrimination power of SE with the scale. In this study, we 

first quantitatively evaluate the discrimination power of 

multiscale SE features based on traditional CGA in 

recognizing pathological HRV and compare the results to that 

using other multiscale methods. The simulation results are 

demonstrated separately as follows. 

We followed the results in [8] that used CGA to calculate 

the two sample entropies SE1 and SE2 from 20 scales. This 

process resulted in a total of 40 SE features. The other 

multiscale analysis method was the 4-level DWT which 

provide five dyadic scales, i.e. scales 1, 2, 4, 8, and 16, for the 

calculation of SE features. We also extracted SE features from 

the same five CGA scales for comparison. With two SE 

features calculated from each of the five scales, either of the 

5-scale CGA or DWT method had ten SE features. The 

discrimination power of the SE features calculated using 

different multiscale analysis methods are summarized in Table 

1. Also included for comparison are the recognition rates 

using SEs calculated only from the original signal. 
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It is notable that using only two SEs calculated from the 

original signal contributed to 0%, 67.50%, and 77.78% in 

recognizing CHF, AF, and NSR, respectively, resulting in 

51.62% in ACC. Comparatively, applying SEs calculated 

using CGA method with the entire 20 scales achieved raised 

recognition rates of 47.73%, 58.75%, and 79.17% in 

recognizing CHF, AF, and NSR, respectively, with an ACC of 

63.77%. Using the 5-scale CGA and DWT methods further 

improved the performance of the classifier to higher ACCs of 

70.91% and 71.42%, respectively. The two 5-scale methods 

show miner difference in ACC, i.e. 70.91% with CGA and 

71.42% with DWT. However, the 5-scale DWT outperforms 

the 5-scale CGA with 61.25% vs. 54.55% and 61.25% vs. 

60.48% in recognizing CHF and AF, respectively. A 6.7% 

surplus in CHF recognition is achieved when replacing CGA 

with DWT in calculating the 5-scale SE features. 

VI. DISCUSSIONS 

   This study investigated the roles of different multiscale 

analysis methods in disclosing SE features from HRV signals 

for clinical purpose. The concept of multiscale analysis 

stemmed from coarse grained analysis (CGA) of sample 

entropy (SE) [8]. We expand this concept to subband 

decomposition based on discrete wavelet transform (DWT) 

for calculating multiscale SE features to characterize HRV 

signals for CHF and AF recognition. The results demonstrate 

that both multiscale analysis methods CGA and DWT are 

capable of promoting the discrimination power of SE features 

of the original RRI sequences. However, the original CGA 

methods with the entire 20 scales do not necessarily 

outperform that with only five dyadic scales in characterize 

SE features for classification. Instead, the CGA and DWT 

methods with five dyadic scales, even using smaller number of 

SE features, show superior discrimination power when 

compared to the traditional 20-scale CGA method. This 

observation may infer the existence of redundancy among the 

SE features calculated from 20 consecutive scales based on 

CGA. The use of five dyadic scales raise the effectiveness and 

efficiency of the SE feature set. 

VII. CONCLUSION 

In this study, we applied two multiscale analysis methods, 

coarse grained average (CGA) and discrete wavelet transform 

(DWT), to explore the capability of multiscale sample entropy 

(MSE) for congestive heart failure (CHF) and atrial 

fibrillation (AF) recognition. The  results showed that 

multiscale SE features calculated from the 5-scale DWT were 

most promising in differentiating CHF and AF from normal 

sinus rhythm (NSR). Relatively high recognition rates of 

61.25%, 61.25%, and 88.89% were achieved in recognizing 

CHF, AF, and NSR, respectively, resulting in an ACC of 

71.42%. When compared to other well-known studies in the 

literature [8, 9] which only qualitatively described the 

discrimination power changes of multiscale SE using CGA, 

this study quantitatively assess the discrimination power of 

multiscale SE features using both CGA and DWT methods 

and highlights the efficiency of using SE calculated with 

4-level DWT in characterizing RRI sequence for clinical 

diagnosis. 

TABLE I.  PERFORMANCE OF SAMPLE ENTROPY (SE) FEATURES 

CALCULATED FROM DIFFERENT MULTISCALE METHODS FOR CHF AND AF 

RECOGNITION 

Feature group 
Recognition Rate (%) 

CHF AF NSR ACC NF 

Origional signal 0 67.50 77.78 51.62 2 

20-scale CGA 47.73 58.75 79.17 63.77 40 

5-scale CGA 54.55 60.48 88.89 70.91 10 

5-scale DWT 61.25 61.25 88.89 71.42 10 
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