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Subspace Identification of Hammerstein Systems Using B-Splines
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Abstract— This paper presents an algorithm for the identifi-
cation of Hammerstein cascades with hard nonlinearities. The
nonlinearity of the cascade is described using a B-spline basis
with fixed knot locations; the linear dynamics are described
using a state-space model. The algorithm automatically esti-
mates both the order of the linear system and the number and
locations of the knots used to characterize the nonlinearity.
Therefore, it significantly reduces the a priori knowledge about
the underlying system required for identification. A simulation
study on a model of reflex stiffness shows that the new method
estimates the nonlinearity accurately in the presence of output
noise.

I. INTRODUCTION

The Hammerstein structure consists of a zero memory
static nonlinearity followed by a linear dynamic system as
illustrated in Fig. 1 [1], [2]. Biological examples include the
reflex stiffness of the human ankle joint and the mechanical
behavior of lung tissue [3], [4]. Therefore, the accurate iden-
tification of Hammerstein systems is an important problem.

Subspace methods are a well-developed set of tools for
the identification of linear systems. They represent a linear
system by a state-space model that can be estimated with no
a priori knowledge about the system order [5], [6].

Recently, we developed a subspace algorithm for the iden-
tification of Hammerstein cascades that uses the framework
proposed in [7] to estimate the parameters corresponding to
the nonlinearity separately from those of the linear state-
space model. The algorithm models the nonlinearity with
an orthogonal Tchebychev polynomial, and separates the
parameters into two sets: one corresponding to the static
nonlinearity and the second to the state-space model. The
output is a linear function of each parameter set provided
the other set is held constant. Consequently, an iterative least-
squares procedure can be used to find the optimum nonlinear
and linear component parameters [8].

We assessed the performance of this algorithm using a
small signal model of ankle stretch reflex stiffness where we
modeled the nonlinearity with a half-wave rectifier (thresh-
old) and the linear component with a second-order low-pass
filter. We demonstrated that the algorithm could distinguish
changes in threshold from those in the linear component gain
[9].
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Fig. 1. Hammerstein model as a cascade of nonlinear-linear block.

A more general model for the reflex stiffness of one mus-
cle would include both threshold and saturation behaviors
[10]. Moreover, joints are controlled by multiple muscles
which can be expected to have different thresholds and satu-
rations. This could lead to nonlinearities with sharp changes
in slopes. The presence/absence of these corner points could
be significant in interpreting the underlying physiology [11].
Pilot experimental results from our laboratory confirm that
the reflex nonlinearity is more complex than a simple half-
wave rectifier [9].

Such hard nonlinearities are difficult to model using finite-
order polynomials due to problems with oscillations and
instability. Consequently, it is difficult to accurately estimate
the corner points when using a Tchebychev expansion to
describe the nonlinearity. One solution to this problem is to
represent the nonlinearities using splines as in [12].

The contribution of this paper is twofold. First, we de-
velop a subspace identification method for Hammerstein
cascades using splines. Splines have been used for Ham-
merstein identification previously, but the linear component
was described in terms of its impulse response function
(IRF) [12]. Replacing the IRF with a state-space model can
reduce the number of unknown parameters dramatically -
especially for systems with large memory. Therefore, state-
space identification should be more robust in presence of
noise.

Second, in our spline formulation, we show how to choose
number of knots and their locations to describe the static
nonlinearity parsimoniously. This is significant since the
proper choice of the nonlinearity is not well understood and
is usually based on trial and error.

The paper is organized as follows. Section II reviews
the B-spline basis functions, formulates the problem and
describes the algorithm. Section III presents the results of
a simulation study that evaluates the performance of the
new algorithm and compares it to our previous method. Sec-
tion IV provides a summary and some concluding remarks.

II. THEORY
A. B-Spline

A k-th order B-spline is defined by a set of knot points
where the output between each pair of knots is given by a
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(k — 1)-th order polynomial. The first (k — 2) derivatives of
the spline are continuous at the knot locations [13]. If the
knot sequence A = {\1, Ao, -, A\uyx}? is as follows:

M= ==L <A1 << <
<Ly=MXpj1="=Mgs (D

where L and L, are the minimum and maximum of the
nonlinearity’s input. Then, the spline’s output w is defined

as:
n

w = Z S}k}(u)ozj (2)
j=1
where « is the set of coefficients of the B-spline a@ =
[a1, -+, a,]T and Sj{k} is the sequence of normalized B-
splines of order k& with respect to the knot sequence A and
is derived from the following recursive equation:

1 if A < Aj
§iHuy = DA S U A (3a)
0 otherwise
k k k— k k—
S (w) = i ()50 (@) + (1= 9 () 857 ()
(3b)

uf)\j

P{-k}(u) = {AjJrkl_)‘j if Aj < Ajr-
j

: (30
0 otherwise

Now, the output of the nonlinearity based on this approxi-

mation is:

W = Sa “)
where, W is the sampled vector of the output of the non-
linearity W = [w(1),--- ,w(N)]" and § is the observation
matrix defined as follows:

S0 (1)) Sio (1))
5| S0 3 (u(2) s
S - SE @)

B. Hammerstein Formulation

Consider the single input single output SISO Hammerstein
system shown in Fig. 1. Assume that the order of the
linear system is m and the elements of the B and D
state-space matrices are B = [by,--- ,by,]’ and D = [d].
Transform this SISO nonlinear cascade to a multi input
single output MISO linear system whose n inputs are the
outputs of the constructed spline basis functions, i.e., U (k) =

T
[Si{k}(u(k:),A) Sj,k}(u(k;),A)} . The resulting MISO
state-space model is:
{x(k +1) = Ax(k) + B U(k)

y(k) = Ca(k) + DaU(R) ©

where, z(k) is the state vector while, A and C' are the linear
system state-space matrices. The elements of B, and D, are
given by:

biay bia,

Ba=| )
bmay by,

D, = [ doy day, ] ()

The measured output §(k) is contaminated with noise:
y(k) = y(k) +n(k) 9

If the state-space matrices A and C' are known, the output
of the Hammerstein system is given by [8], [14]:

k—1
(k) = |>_UT(r) @ CA*¥ 77| vee(B,) + U™ (k)vec(Da)
=0

(10)
+ n(k)

where ® is the Kronecker product. Rewriting (10) in a matrix
format gives:

i/z\l’[aﬂh
+N

Qnbm crd --- and]T
(11)

where U is the observation matrix defined using the input
signal as well as A and C according to (10). This relation
shows that the unknown parameters comprise two sets: «
which contains the coefficients of the spline, and 6,y =
[b1,- -+ ,bm,d]T which contains the state-space elements.

a1by - apby -

C. Identification Algorithm

Step 1: Assume the knot sequence A, \; = -+ = A\ =
min (u(k)) and A\,y1 = -+ = A\pyr = max (u(k)) where

,A\n are equally spaced across the input signal

>\k‘+17 e .
max(u(k))—mm(u(k)).

range with the resolution of e

Step 2: Construct the B-spline basis expansion (5) of the
input signal using the knot sequence A.

Step 3: Use the MOESP algorithm, described in [5], to
estimate the A and C matrices of the linear state-space model
of (6) using the constructed input signal (U(k)) and noisy
output (9).

Step 3: Initialize the coefficients set o = [1,--- ,1]Z ;.
Step 4: Construct the matrix ¥, :
0 .en 0 a1 Gn
0 a1 0 an 0 0
‘I’a =V . .
B S S S

12)
Estimate 6,4 by solving the least-squares problem: Y =

Vo 0pa _
Step 5: Construct the matrix Wpq:

r b 0 0 T
by O - 0
0 b 0

a=vl g Loy, )

0 0 bm
d - 0

Lo d |
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Estimate « by solving the least-squares problem: Y = Uy a.

Step 6: Compute the sum of squared errors SSE for the
model and compare it to that from the previous iteration. Go
to step 7 if there is not a significant decrease. Otherwise, go
to Step 4.

Step 7: Sort the knot points as follows. Recall that in a
k™ order spline, the (k — 1) derivative is discontinuous at
the knot locations. If the (k—1)™ derivative is discontinuous
at a knot location, that knot is active and contributes to the
characterization of the static nonlinearity. If the (k — 1)®
derivative is continuous, that knot does not actively con-
tribute in characterization of the static nonlinearity [15]. In
the presence of output noise, however, the spline coefficient
estimation is not perfect and small discontinuities in the
(k — 1) derivative may be observed at inactive knots.
Consequently, we sort the knots according to the amount of
discontinuity in the (k — 1) derivative which can be simply
measured from the (k — 2)" derivative at knot locations.

Step 8 Iteratively, identify the system by adding knots
according to the order of the sorted sequence of Step 7. Cal-
culate the mean squared error (MSE) at each identification.
Stop adding knots when no significant improvement in MSE
is observed.

III. SIMULATION RESULTS

We assessed the performance of the algorithm using a
small signal model of ankle stretch reflex stiffness. The input
to this system is the angular velocity of the ankle joint and
the output is the reflex torque. This system was modeled
as a Hammerstein system consisting of a half wave rectifier
followed by a second-order low pass filter [3], [16].

More recent work has demonstrated that in the human
ankle, the threshold is not fixed at zero [1] but changes
with the background torque level [9]. Moreover, there is also
experimental evidence for a saturation nonlinearity. Further-
more, several muscles, presumably with different thresholds,
interact to generate the overall reflex response. Therefore, we
considered a more general nonlinearity model consisting of a
threshold, an intermediate change of slope, and a saturation
as shown in Fig. 2. This type of nonlinearity models three
experimental phenomena: (a) the strong unidirectional rate
sensitivity (¢1), (b) activation of a set of new muscle fibers
(t2) and (c) the saturation of the response at high velocities
(t3). Consequently, the nonlinearity has three corner points
which were set to t; = —0.4, t5 = 0, t3 = 0.4. We modeled
the linear system as a second-order low-pass filter:

2
G(s) = %
52 4 25Cwy + w?
The parameters of the linear element were chosen to be
similar to those found experimentally (G, = 1, w, =
55, ¢ =2.2) [16].

The input angular joint velocity signal was a uniform
random number between -3 and 3 rad/s. We simulated the
input and output signals at 1000 Hz for 60s. A realization of
white Gaussian noise was added to the output to generate a
signal to noise ratio (SNR) of 10 dB.

(14)

A 5
Velocity (ra%) | E : G o, [Torque (Nm)
1 H 2 2
. : s*+2s5¢w, + o,
g DU F N
el A
Fig. 2. Hammerstein model of reflex stiffness.

We identified that system from the simulated data using
an initial spline of order 2 with 34 knots equally spaced in
the range of input.

Fig. 3(A) shows the derivative of the nonlinearity esti-
mated with 34 knots after step 6 of the algorithm. It is evident
that the derivative is discontinuous at some knot locations
but not others. To separate knots whose discontinuities were
not significant from those with significant discontinuities, we
sorted the knots by the value of their second derivatives as
shown in Fig. 3(B). Fig. 3(C) shows that after selection of the
first five knots, the MSE between the predicted output of the
Hammerstein cascade and clean output converged to a small
number. This indicates that only the first five knots were
important and adding more knots would not significantly
improve the identification. Consequently, we consider only
the first five important knots as active ones.

We identified the system once again using only the active
knots and also compared the result with our previous algo-
rithm in [8] which used an 8-th order Tchebychev polynomial
with a subspace identification approach. Fig. 4(A) shows the
results. It is evident that the spline was more accurate despite
having fewer parameters than the polynomial. Moreover, the
transition points, which were not easily identified in the
Tchebychev polynomial, were clearly evident with splines.
The variance accounted for (VAF) of the estimated output
compared to the clean output using spline was higher than
Tchebychev: 99.97% for B-spline and 97.62% for Tcheby-
chev. Fig. 4(B) shows that the frequency response of the
identified linear dynamic using B-spline and Tchebychev
matched the true system accurately.

IV. DISCUSSION

An identification algorithm was developed for Hammer-
stein cascade systems. The algorithm uses a subspace ap-
proach and is useful for systems with hard nonlinearities. It
models the nonlinear element with a B-spline and the linear
element with a state-space model. It then transforms a SISO
Hammerstein system to a MISO linear system.

Simulation results of a model of ankle reflex stiffness show
that the new method provided more accurate estimates of the
nonlinearity than our previous subspace method and could
successfully detect sharp corner points. This improvement
should make possible a better understanding of the underly-
ing physiological information.

The new method requires minimal a priori information.
The method uses the MOESP subspace algorithm to estimate
the A and C state-space matrices. Prior to the identification
of these matrices, MOESP estimates the order of the linear
system. Second, the method determines the minimal number
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Fig. 3. Selection of active knots: (A) first derivative of the estimated spline;
(B) sorted knots according to the second derivative of the spline; (C) MSE
according to the sorted knot sequence.
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Fig. 4. Identified Hammerstein system: (A) Static nonlinearity, spline using
only active knots superimposed on the 8-th order Tchebychev approxima-
tion; (B) Identified linear system frequency response.

of knots and their locations required to represent the static
nonlinearity.

Another advantage of the method is that it does not require
the use of Gaussian inputs. It uses an over-parameterized
MISO model and so does not rely on Busgang’s theorem
and therefore does not require a Gaussian distribution for the
input signal. This is useful for experiments where Gaussian
inputs cannot be used or generated, such as studies of
reflex stiffness where a PRBS input signal is often used
for identification. It is also advantageous to use uniformly
distributed inputs in Hammerstein identification, since the
input can equally excite all regions in the nonlinearity [17].

The knot locations used for the parsimonious model were
a subset of those used for the initial segmentation. Conse-
quently, the estimation of corner point locations in the hard
nonlinearity is limited to the resolution of segmentation, i.e.,
location of knots. For instance, in the simulation study, the
input range was between -3 to 3 rad/s and we used 34 knots.
Therefore, the resolution of corner point estimation is +0.09

rad/s. One way to increase the estimation accuracy of the
corner points would be to use methods that consider variable
knot location. However, for variable knot locations, the
problem is highly nonlinear [18], [12]. Therefore, nonlinear
optimization techniques need to be used to find the optimum
knot location. It is known that if the initial condition of a
nonlinear optimization problem is set properly, the likelihood
of convergence to global minimum is increased. The new
method can be a good candidate to find the initial condition
for the optimization search, i.e., we can use active knots as
initial condition of the optimization search to finely tune their
optimal location.
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