
  

 

Abstract—Retinal diseases are leading causes of severe vision 

loss and blindness throughout the world. Visual prosthetics has 

been demonstrated to be an effective therapy to partially restore 

vision. Reading is one of the most important functional abilities 

derived from vision. Therefore, we propose a text image 

processing strategy for visual prostheses. Text information is 

firstly detected and recognized from images acquired from a 

camera, and then recognized text is represented by simplified 

characters so as to be displayed in low-resolution phosphene 

vision. In this paper, a BP neural network is created to recognize 

text information in the images acquired from a high-resolution 

camera. The recognized text is represented using simplified 

characters with the resolution of 5×7 pixels. In order to mimic 

the visual percepts and to evaluate potential benefits of this 

proposed text processing strategy, a simulation model of 

prosthetic vision is created based on the reported visual 

characteristics of elicited phosphenes. Simulated prosthetic 

vision using 25×25 distorted phosphene array covering four 

letters shows phosphene letters that can be read readily. 

Compared to the displayed phosphene letters without this 

strategy, the contours of all the phosphene letters processed by 

this strategy were more intact and clearer. These results 

demonstrate benefits of this proposed strategy which is aimed to 

provide better reading experience for blind patients using 

prosthetic vision. 

I. INTRODUCTION 

Retinal diseases such as retinitis pigmentosa (RP) and 
age-related macular degeneration (AMD) are two of the 
leading causes of substantial vision loss or blindness 
worldwide [1, 2]. Visual prosthetics has been demonstrated to 
be an effective therapy to partially restore visual perception in 
human clinical trials [3-5]. Retinal prostheses use a camera to 
detect light, convert light energy into an electrical signal, and 
deliver the electrical signal to the retinal neurons through 
implanted microelectrode array to elicit vision [4]. The nature 
of prosthetic vision is constructed from electrically-elicited 
percepts in the visual field which are called “phosphenes”. 
The possibility of restoring partial vision relies on multiple 
simultaneously elicited phosphenes, which is the foundation 
for current clinical trials and is the general assumption made 
in the studies of image processing for visual prostheses [6]. 

Human clinical trials have reported the visual 
characteristics of elicited phosphenes, including shape, 
brightness, size and position, as well as the percepts in 
response to multiple concurrent activation. As the patterns of 
neural activity elicited by electrical stimulation of the retina 
will depend on stimulating current strength and on the 

 
This work is part of the Bionic Vision Australia (BVA) supported by 

Australian Research Council grant. 

Song Wang, Yi Li and Nick Barnes are with the Research School of 

Engineering, Australian National Univeristy, Canberra, Australia, as well as 

with NICTA Canberra Research Laboratory, Canberra, Australia 

(corresponding author: nick.barnes@nicta.com.au). 

distance between the electrode and the neural target, the 
elicited phosphenes can be predicted to be neither of regular 
shape nor constant luminosity [7]. The common observed 
shapes of the phosphenes elicited at the retina are 
approximately round or oval, curved, straight short lines, or in 
the form of wedges [5, 8, 9]. Also, Dagnelie et al., who had 
first-hand contact with subjects, indicated that the elicited 
phosphenes did not resemble sharp-edged round dots [10]. 
Phosphenes are generally bright and readily visible, and the 
identified brightness ratings were reported to have five to ten 
levels [5, 11]. The size of phosphene varies greatly from a 
punctuate spot of light, about 0.1 degree of visual angle, to as 
large as a football at arm’s length, about 25 degrees of visual 
angle, while most phosphenes subtended around 0.5 to 2 
degrees of visual angle [5, 9, 12, 13]. The positions of 
perceived phosphenes in general matched the positions of 
stimulating electrodes on the retina and a subject was able to 
identify which electrodes were activated based on the 
positions of the phosphenes [5]. Human trials involving the 
use of compound electrodes have shown that perception of 
primitive shapes formed by multiple phosphenes is feasible 
[14]. Also, Dorn et al. reported that one subject using an 
epi-retinal prosthesis with 10×6 electrodes could perceive 
complex shapes with intersecting lines, such as an “H”, a 
triangle, a “T”, and several parallel lines [15]. Based on these 
visual characteristics of elicited phosphenes, simulated 
prosthetic vision is created in this paper. It is used to mimic 
the visual percepts and to test the proposed text image 
processing strategy on normal subjects. The information about 
the potential benefits could be obtained without using the 
invasive visual prostheses. Also, the effects of single 
parameters may be varied over a full range for study and 
experiments are easy to repeat. 

Research on simulation of prosthetic vision has 
investigated the minimum requirements for visual prostheses 
to restore reading abilities. Cha et al. used a pixelized vision 
system to simulate artificial vision in normal subjects. Their 
results showed that a 25×25 pixel array covering four letters of 
text is sufficient to provide reading rates close to 170 
words/min using scrolled text, and close to 100 words/min 
using fixed text [16]. Dagnelie et al. indicated that reading 
performance deteriorated when less than four letters were 
displayed [7, 10]. Zhao et al. indicated that distortion of 
pixelized array, dropout percentage, and pixel size variability 
had a significant impact on the recognition of pixelized 
Chinese characters [6]. However, most of the previous studies 
were based on the assumption of regular round or square 
phosphene shape. Also, recent literature do assume that 
phosphene size and brightness were mutually independent, 
however, both can increase with an increase of stimulation 
frequency [9]. Our text image processing strategy is tested on 
simulated prosthetic vision consisting of 25×25 pixels 
covering four letters. We extend on previous prosthetic vision 
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simulation experiments with text by including phosphenes of 
various shapes on a distorted grid and adding the constraint of 
phosphene brightness and size. 

Recreational reading was reported among the most 
important daily living activities by patients with low-vision 
[17]. Also, Humayun et al. who have much interaction with 
blind patients indicated that reading is thought by the blind 
patients as one of the most important visual functions among 
mobility without a cane, face recognition, and reading [18]. 
Hence, helping subjects to read is important for a visual 
prosthesis. For reading a document, a camera acquires images 
of the document, which are then resized to low resolution 
images. The information of each pixel in the downgraded 
images is used to control the stimulation parameters of each 
channel which conveys current to each implanted electrode 
and elicits a phosphene. However, the text may appear too 
small in the captured images, and subjects may not be able to 
read the text. Also, using a zoom-in function is not convenient 
for subjects, because the sizes of the headers and the main 
body of magazines or newspaper are quite different, which 
requires subjects to always zoom in or out the text. In addition, 
as the images acquired by camera are resized to low-resolution 
images, useful information will inevitably be lost, as shown in 
Figure 1. Hence, a text image processing strategy is necessary.  

 

Figure 1.  The word “Text” at five degrees of pixelization. (a): 80×40 pixels. 

(b) 40×20 pixels. (c) 20×10 pixels. (d) 16×8 pixels. 

In this paper, we firstly create a simulation model of 
prosthetic vision according to the visual characteristics of 
elicited phosphenes, which is used to mimic the visual 
percepts and to evaluate potential benefits of the proposed text 
image processing strategy. A feed-forward BP neural network 
is created to recognize characters in the image acquired by a 
camera. The recognized letters are represented by simplified 
5×7 pixels characters, and the text information is displayed in 
the simulated prosthetic vision. Finally this processing 
strategy is verified to be effective in simulated phosphene 
images; all the text information can be recognized correctly 
and displayed intact, and appear clearly in the distorted 25×25 
phosphene array covering four letters. Also, the results of 
proposed strategy are compared to those without using this 
strategy, demonstrating that this strategy could better display 
text information using limited electrodes. 

II. METHODS 

A. Simulated prosthetic vision 

1. Phosphene shapes 

As most elicited phosphenes were approximately round or 
oval, and did not resemble sharp-edged profiles, the profiles 
of round and oval phosphenes are created using a 2D Gaussian 
function expressed as, 
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where f(x,y) is the value of pixel (x,y), A is the amplitude 
controling the center pixel value, (x0, y0) is the center position 

of a phosphene, σx and σy adjust the spreads in x-axis and 
y-axis, respectively. The created round and oval phosphenes 
are shown in Figure 2(a). The irregular shaped phosphenes, 
including the curved and straight short lines, and wedges, are 
created using subjects’ drawings of perceived phosphenes [9, 
19-21] which are then binarized and blurred using a circular 
averaging filter as the correlation kernel. The created irregular 
shaped phosphenes are shown in Figure 2(b).  

     
(a)                                             (b) 

Figure 2.  Simulated shapes of phosphenes. (a): Round and oval phosphenes. 

(b): Irregular shaped phosphenes 

2. Phosphene brightness 

As subjects identified five to ten levels of phosphene 
brightness, the brightness scale is set from zero to ten with 
zero representing no perception and ten being the brightest. 

3. Phosphene sizes 

Nanduri et al. constructed a quantitative model 
successfully replicating the general findings of stimulation 
frequency and amplitude modulation on the size and 
brightness of elicited phosphenes [9]. As stimulation 
frequency has smaller effect on the phosphene size than the 
stimulation amplitude, their frequency modulation is used and 
the data of size and brightness is obtained with frequency 
ranging from 10Hz to 120Hz from this model. Using the linear 
regression, the quantitative relationship of the brightness 
factor and size factor is expressed as, 

( , ) 1.278 ( , ) 1.043S i j B i j   

where B(i,j) is the brightness factor of a phosphene (i,j), 
ranging [0, 1.0] with 0 representing no perception and 1.0 the 
brightest, and S(i,j) is the size factor of the phosphene (i,j). 
The simulated phosphenes with size and brightness properties 
are shown in Figure 3, which ignores the modulation of 
phosphene shapes. 

 

Figure 3.  Simulated phoshenes with both size and brightness properties 

4. Phosphene grid 

Although phosphenes appear distorted with respect to the 
positions of the regular electrodes, the positions of perceived 
phosphenes in general matched the positions of the 
stimulating electrodes on the retina. Zhao et al. proposed 
Gaussian distribution to simulated this distortion [6]. Hence, 
two independent normal distributions, with mean zero and 
standard deviation (SD) fifteen percent of the center to center 
distance between two neighboring phosphenes, are used to 
mimic this distortion, which create the deviations of each 
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phosphene in horizontal and vertical direction from a regular 
phosphene grid. An example of a 4×4 distorted phosphene 
map is shown in Figure 4. 

 

Figure 4.  An example of a 4×4 distorted phosphene map 

B. Image processing and text recognition 

1. Image pre-processing 

Pre-processing includes three parts, binarization, 
morphological operation, and segmentation. Firstly the high 
resolution text images acquired by the camera are converted to 
grayscale images, and then the values of all pixels in the 
grayscale images with luminance greater than a threshold 
value are replaced by 1 and all the other pixels are replaced 
with the value 0. By checking the connectivity within the 
binary images, all the boundaries are identified. Then these 
boundaries are dilated with a square structuring element, and 
all holes, sets of isolated background pixels, are filled with the 
value 1. Next, through checking its horizontal projection, text 
is split into individual lines. Then in these split images, all the 
8-connected areas are labeled, and the bounding box of each 
letter is created according to the labels. For the letters that are 
not connected, i.e. i and j, through checking the centroid 
positions and areas of every two neighboring connected 
regions, these letters could be identified and then their 
bounding boxes could be created. According to the created 
bounding boxes, each letter is segmented. In these segmented 
images, the rows and columns with all pixel values 1 are 
deleted. Hence each letter is cropped sharp to its border for 
feature extraction. 

2. Feature extraction 

All segmented letter images are resized to the resolution of 
50×70, and then each letter image is divided into 5×7 
sub-images with each sub-image having 10×10 pixels. We 
apply the approach of Bokser who computed the percentage of 
black pixels in each zone for classification [22], the ratios of 
the pixels in black over the pixels in white of each sub-image 
are concatenated into one vector having 35 values, which is 
used as the feature and is fed into the neural network with 35 
input neurons for pattern recognition. 

3. Pattern recognition 

A feed-forward back propagation neural network is 
constructed for pattern recognition. This neural network 
consists of two layers, with 35 nodes in the input layer, 14 
nodes in the hidden layer and 52 nodes in the output layer. The 
transfer function of each node in the hidden layer and output 
layer uses log-sigmoid function. This neural network is 
trained using scaled conjugate gradient (SCG) algorithm 
which performs pattern recognition fast and accurately. The 
training set consists of 24 identical groups of Latin letters in 
the style of Times New Roman and each group is consisted of 
26 upper and 26 lower letters.  

4. Text representation 

Each recognized letter is represented by 5×7 pixels 
character code, as shown in the Figure 5. As the size of 
phosphene array is 25×25 phosphenes, four letters could be 
displayed at the same time.   

 

 

Figure 5.  Defined characters  

III. RESULTS 

The simulated prosthetic vision image processing and text 
recognition are implemented in the MATLAB environment. 
The neural network is trained with a training dataset of 24 
groups of all upper and lower Latin letters. One paragraph is 
captured from a book, which is then binarized, with the 
boundaries dilated and the holes filled. Three lines of the 
processed paragraph are shown in Figure 6(a). By checking 
the horizontal projection, each line is split. The first line is 
shown in Figure 6(b). Bounding boxes of all letters in the first 
line are created as shown in Figure 6(c). Segmented letters are 
shown in Figure 6(d). 

 
(a) 

 
(b) 

 
(c) 

 

 (d) 

Figure 6.  Results of image pre-processing. (a): Boundaries are dilated and 

holes are filled. (b): The split first line. (c): All letters in the first line are 

bounded. (d): Segmented letters are chopped sharp to the borders. 

All the letters are correctly bounded, and segmented sharp 
to the borders, including the letters of i and j. After feature 
extraction and pattern recognition, all the recognized letters 
are represented by 5×7 pixels characters, as shown in Figure 7. 
These characters are then displayed in the simulated prosthetic 
vision, as shown in Figure 8.  

 

 

Figure 7.  Recognized text represented by defined characters 

All the letters are recognized correctly by the BP neural 
network. The letters in simulated prosthetic vision are readily 
read. Contours of all the letters are intact and clear. These 
results demonstrate that this text image processing strategy is 
effective. In order to show its advantages in text presentation, 
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text information processed without this strategy is presented in 
simulated prosthetic vision. Text images captured from the 
camera are converted to grayscale images. Without character 
recognition, all images are resized to the same resolution of 
25×25. Each pixel value in the downgraded images is linear to 
the brightness of its corresponding phosphene. The text 
information is shown in Figure 9. Some contours of the text 
are disconnected and appear thick, making the letters more 
difficult to recognize. To show robustness of the strategy to 
grid distortion, in Figure 10 and 11, the SD of the deviations is 
doubled. The text with and without this strategy is shown. 
Text processed with this strategy is easier to recognize than 
the text without this strategy. 

 

Figure 8.  Text in distorted grid using this processing strategy 

 

Figure 9.  Text in distorted grid without using this processing strategy 

 

Figure 10.  Text in aggravated distorted grid using this processing strategy  

 

Figure 11.  Text in aggravated distorted grid without this processing strategy 

IV. CONCLUSIONS 

We have shown the benefits of this proposed text image 

processing strategy. Text information in the images acquired 

from a camera is recognized by a feed-forward BP neural 

network, and then the recognized text information is 

represented by simplified characters of 5×7 pixels. Results of 

simulated prosthetic vision showed that text information was 

displayed correctly and read readily even using limited 

electrodes. These results demonstrate benefits of this 

proposed strategy which is aimed to provide better reading 

experience for blind patients using prosthetic vision. 
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