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Abstract— Several studies on hearing impaired people who 

use hearing aid reveal that speech enhancement algorithms 

implemented in hearing aids improve listening comfort. 

However, these algorithms do not improve speech intelligibility 

too much and in many cases they decrease the speech 

intelligibility, both in hearing-impaired and in normally 

hearing people. In fact, current approaches for development of 

the speech enhancement algorithms (e.g. minimum mean 

square error (MMSE)) are not optimal for intelligibility 

improvement. Some recent studies investigated the effect of 

different distortions on the enhanced speech and realized that 

by controlling the amplification distortion, the intelligibility 

improves dramatically. In this paper, we examined, 

subjectively and objectively, the effects of amplification 

distortion on the speech enhanced by two algorithms in three 

background noises at different SNR levels. 

 

I. INTRODUCTION 

Due to hearing aid limitations in terms of power and size, 
single microphone speech enhancement algorithms seem to 
be the best candidate among all categories of the speech 
enhancement methods. Although, these algorithms improve 
ease of listening for the users, they do not improve speech 
intelligibility adequately and in some cases they degrade 
intelligibility [1]. As a result, the designers have to use two or 
more microphones for speech enhancement in hearing aids 
which cause more power consumption. Some recent studies 
focused on the intelligibility problem and discussed several 
factors that cause lack of intelligibility in current single 
microphone enhancement algorithms. One of the major 
factors is that these algorithms pay no attention to the 
difference between attenuation distortion and amplification 
distortion [1] and assume, incorrectly, that they have the 
same effect on the speech. For example, most of current 
enhancement algorithms work based on the minimization of 
mean square error (MSE) between the enhanced and clean 
signal without differentiating between the negative and 
positive errors which are equivalent with attenuation 
distortion and amplification distortion respectively. We will 
investigate the effect of these two different distortions in this 
paper. Here we use a parameter (defined later) which has a 
high correlation with both speech intelligibility and speech 
quality [12]. Different values of this parameter demonstrate 
the amount of attenuation and amplification distortions in the 
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enhanced speech. Loizou and Kim in [1] showed that this 
parameter is equivalent to the Articulation Index (AI). We 
name this parameter as Signal to Residual Spectrum Ratio [1] 

or SR. Assuming  ( )  ( )       ̂( )  are   clean 
magnitude spectrum, noise magnitude spectrum, and 
estimated magnitude spectrum at frequency bin k 
respectively, SR is defined as: 

              ( )   
   ( )

(√   ( )   √      ( ))
 
                  ( ) 

where    ( )    ( )   ( )  is the true instantaneous 

SNR at frequency bin   and       ( )   ̂
 ( )   ( ) is 

the enhanced SNR. Fig. 4 plots the    as a function 
of        for          Based on this figure, we can 
distinguish two different regions with positive and negative 
   values: Region 1 in which the    is positive and region 2 
in which the    is negative. It can be shown that region 1 

implies  ̂( )    ( ) which is attenuation distortion and 
amplification distortion up to 6.02 dB and region 2 

implies  ̂( )    ( ) which is amplification distortion 
greater than 6.02 dB [1]. From Fig. 4 it can be understood 
that for a maximum value of    and consequently a 

maximum speech intelligibility and quality,  ̂( ) should be 
in the region 1 for all values of k or equivalently: 

              { ̂( )  ̂( )    ( ) }                                        ( ) 

Using this constraint, we examined two speech 
enhancement algorithms: Logmmse which is one of the most 
well-known enhancement algorithms [7] and Spectral 
Subtraction which is one of the traditional speech 
enhancement algorithms [6]. The performance of each 
algorithm is examined by three different background noises: 
train noise, restaurant noise, and destroyer engine noise with 
SNR levels of   ,  , and     . As will be seen, removing 
the data in the region 2 improves the performance of the both 
algorithms dramatically. 

II. EVALUATION PROCEDURE AND RESULTS 

       In our experiments, the noisy signal with the sampling 

frequency of      is divided into 20 ms frames (with 50% 

overlap between frames) and then processed with one of the 

enhancement algorithms. After processing, the estimated 

magnitude spectrum  ̂( ) is then compared to the clean 

magnitude spectrum  ( ) (we assumed knowledge of the 

clean magnitude spectrum). Next, the modified magnitude 

spectrum is computed based on the following equation: 
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       Table 1 shows the average percentage of the 

frequency bins of the estimated signal ( ̂( )) falling in 

region 1 and 2, the mean square error for the frequency 

bins in the region  (MSE1), and also the mean square 

error for the frequency bins in the region 2 (MSE2). 

Moreover, Fig. 1 to Fig. 3 show the spectrograms of the 

clean signal ( ), noisy signal at            estimated 

signal ( ̂), and the modified signal(  ) for three different 

background noises.  

For subjective evaluation, five normal hearing 

volunteers participated in the listening experiment. They 

were asked to write the sentence they hear in each of these 

conditions: two algorithms, for each algorithm three 

background noises and for each background noise three 

SNR levels. Each participant listened to the sentences by a 

stereo headphone at appropriate volume level. 10 

sentences were chosen from IEEE database [13]. Table 2 

shows the results of the experiments in terms of the 

percentage of the words identified correctly.  

A comparison between the spectrogram of   ̂        in 

the figures reveals that the modified speech is much nearer 

to the clean speech especially in consonants onsets, offsets,  

 

 

 

 

 

 

 

Algorithm Noise Type SNR Region 1 Region 2 MSE1 MSE2 

L
o
g

m
m

se 

Train 5 dB 48.05% 51.95% 0.0207 0.0065 

0 dB 44.32% 55.68% 0.0299 0.0125 

-5dB 37.77% 62.23% 0.0340 0.0186 

Restaurant 5 dB 56.79% 43.21% 0.0171 0.0210 

0 dB 63.06% 36.94% 0.0495 0.0222 

-5dB 39.93% 60.07% 0.0572 0.0321 

Destroyer 

Engine 

5 dB 57.93% 42.07% 0.0297 0.0034 

0 dB 46.55% 53.45% 0.0533 0.0126 

-5dB 43.14% 56.86% 0.0601 0.0184 

S
p

e
c
tra

l 

S
u

b
tr

a
c
tio

n
 

Train 5 dB 69.38% 30.62% 0.0042 0.0048 

0 dB 60.64% 39.36% 0.0144 0.0141 

-5dB 57.60% 42.40% 0.0172 0.0223 

Restaurant 5 dB 76.88% 23.12% 0.0043 0.0092 

0 dB 73.79% 26.21% 0.0187 0.0249 

-5dB 70.77% 29.23% 0.0277 0.0362 

Destroyer 

Engine 

5 dB 70.30% 29.70% 0.0366 0.0009 

0 dB 59.11% 40.89% 0.0439 0.0037 

-5 dB 55.99% 44.01% 0.0468 0.0056 
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Figure 1. The spectrogram for -5dB speech corrupted by train noise, Figure (1.a) shows the clean speech, Figure (1.b) shows the noisy 

speech, Figure (1.c) shows the speech enhanced by Logmmse method ( ̂), Figure (1.d) shows the Logmmse modified speech (XR), Figure 

(1.e) shows the speech enhanced by spectral subtraction method ( ̂), Figure (1.f) shows the Spectral Subtraction modified speech (XR). 
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Figure 2. The spectrogram for -5dB speech corrupted by restaurant noise, 
Figure (2.a) shows the noisy speech, Figure (2.b) shows the speech 

enhanced by Logmmse method ( ̂), Figure (2.c) shows the Logmmse 
modified speech (XR), Figure (2.d) shows the speech enhanced by spectral 

subtraction method ( ̂), Figure (2.e) shows Spectral Subtraction modified 

speech (XR). (The clean signal is the same as in Fig. 1) 

Figure 3. The spectrogram for -5dB speech corrupted by destroyer 
engine noise, Figure (3.a) shows the noisy speech, Figure (3.b) shows 

the speech enhanced by Logmmse method ( ̂), Figure (3.c) shows the 
Logmmse modified speech (XR), Figure (3.d) shows the speech enhanced 

by spectral subtraction method ( ̂), Figure (3.e) shows Spectral 
Subtraction modified speech (XR). (The clean signal is the same as in 

Fig. 1) 
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and also in non-speech periods.  Although the knowledge of 

the clean magnitude spectrum is important in obtaining the 

clean     the main reason is removing data fall in the region 

2. This proves that the negative and positive difference 

between clean and estimated signal do not have equal effect 

on the speech. In general, some types of distortions (errors) 

need to be treated differently.  These highly detrimental 

distortions are greater than         and occur in the region 2 

(see Fig. 4). Although the mean square error for the data in 

the region 2 may be very low, the data in this region should 

to be removed. One example may give a better 

understanding: based on table 1, using Spectral Subtraction 

algorithm, the mean square error for the destroyer engine 

noise in     is        in region 1 and        in region 2. 

However, when we zeroed all of the data in region 2 based 

on (3) (this means losing information) and played the 

modified speech for the participants, the intelligibility 

increased from 20.14% to 88.83% based on the information 

in table 2. (Also see Fig. (3.d) and Fig. (3.e)) Similar 

observations exist in other noise types and SNRs for both 

algorithms. 

III. CONCLUSION 

     An important factor for the improvement of intelligibility 

in speech enhancement algorithms was experimented 

objectively and subjectively with two algorithms in three 

background noises at different SNR levels. The results verify 

the fact that in order to improve the intelligibility in the 

speech enhancement algorithms, the amplification distortion 

(or positive errors in MSE based algorithms) should to be 

controlled. This important factor may be used in order to 

obtain more efficient speech enhancement algorithms with 

higher performance in terms of quality and intelligibility.   
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Algorithm Noise 

Type 

SNR 

Level 

Without 

Constraint

(3) 

With 

constraint (3) 

Logmmse Train 5 dB 70.36% 97.29% 

   0 dB 50.39% 92.54% 

   -5dB    12.50% 90.37% 

Restaurant    5 dB 61.99% 98.65% 

   0 dB 52.97% 93.57% 

  -5 dB 14.41% 91.26% 

Destroyer 

Engine 

   5 dB 67.81% 95.49% 

   0 dB 33.12% 91.25% 

  -5 dB 10.03% 89.11% 

Spectral 

Subtraction 

Train    5 dB 61.45% 96.34% 

   0 dB 37.25% 89.31% 

  -5 dB 10.45% 86.43% 

Restaurant    5 dB 31.87% 91.25% 

   0 dB 7.19% 84.19% 

  -5 dB 5.61% 81.12% 

Destroyer 

Engine 

    5 dB 20.14% 88.83% 

    0 dB 6.65% 85.36% 

   -5 dB 3.24% 77.29% 

TABLE 2 
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