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Abstract— Successful implementation of a brain-computer
interface depends critically on the subject’s ability to learn
how to modulate the neurons controlling the device. However,
the subject’s learning process is probably the least understood
aspect of the control loop. How should training be adjusted
to facilitate dexterous control of a prosthetic device? An
effective training schedule should manipulate the difficulty of
the task to provide enough information to guide improvement
without overwhelming the subject. In this paper, we introduce a
Bayesian framework for modeling the closed-loop BCI learning
process that treats the subject as a bandwidth-limited commu-
nication channel. We then develop an adaptive algorithm to find
the optimal difficulty-schedule for performance improvement.
Simulation results demonstrate that our algorithm yields faster
learning rates than several other heuristic training schedules,
and provides insight into the factors that might affect the
learning process.

I. INTRODUCTION

Brain-computer interfaces (BCI) promise to restore move-
ment to those who are paralyzed by providing behavioral
output directly from the intention to move, bypassing defec-
tive neural transmission and muscle activation [3], [5], [7].
However, the control algorithms currently used in BCI are far
from perfect: successful decoding still depends critically on
the subject’s ability to learn how to produce the appropriate
neural activity patterns. In closed-loop control, poor esti-
mates of intention can potentially be corrected on-line by the
subject. However, to know the appropriate corrective action,
the subject has to already have some facility at control. If
the subject has no understanding of the mapping between
neural activity and effector movement, even the corrective
movement will be wrong. To facilitate this learning process,
computer assistance is often used at the beginning stages of
training to minimize the errors that the subject makes while
learning the task [6], [7]. In shared-mode control (SMC),
the subject’s volitional signal is mixed with a computer-
generated “correct” signal to generate the final output. By
limiting the errors that the subject produces, SMC increases
motivation and keeps the subject engaged in the learning
process.

SMC provides a means of directly manipulating the
difficulty of the task. How should this difficulty-schedule
be chosen? If the difficulty is too low, the errors will be
artificially small and the subject will have no pressure to
learn. If the difficulty is too high, the errors will be too large
to be meaningfully interpreted. The task difficulty must be
carefully titrated to the subject’s ability to promote rapid
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learning. Here we introduce a Baysesian framework for mod-
eling a closed-loop BCI learning process that incorporates
shared-mode control. By treating the subject as a bandwidth-
limited communication channel, we demonstrate an explicit
link between the difficulty-schedule and the learning rate. We
then develop an adaptive algorithm to find the optimal diffi-
culty schedule for performance improvement. In simulation,
our adaptive difficulty-control strategy promotes a marked
improvement in learning rate.

II. THE TASK

In this paper we consider the center-out reaching task.
In this task, starting from the centered home position, the
subject needs to control a cursor on a surface to reach a target
at position τ . The subject’s activity is denoted as ϕ and the
corresponding cursor’s movement direction is denoted as ψ.
For simplicity, ϕ is also treated as an angle in this paper. For
more complex activity, it can first be projected onto the 1D
space. The control system’s mapping function f is a rotation
with an angle θ∗, i.e.,

ψ = f(ϕ; θ∗) = ϕ+ θ∗ (1)

where θ∗ is the system’s parameter and is hidden from the
subject. Therefore, the subject’s leaning process is essentially
a system identification process because in order to get the
desired output (the cursor’s ideal movement) the subject
needs to find θ∗ throughout a series of observations about
the system’s inputs and outputs.

The routine of the subject’s knowledge updating at t-th
step is shown in Fig. 1 and the notations are shown in Table I.
The cursor’s desired movement direction ψ∗t is determined
by the cursor’s current position st and the target’s position.
The subject’s guess about the system parameter, θt−1, is
generated from the subject’s current knowledge about θ∗.
Together with ψ∗t , the subject can figure out the desired input
ϕt as

ϕt = f−1
(
ψ∗t ; θt−1

)
= ψ∗t − θt−1 (2)

Correspondingly, the subject’s intended output without any
assistance is f(ϕt; θ∗). However, under SMC, the cursor’s
actual movement direction is the subject’s intended output
corrected by a factor λt, which is equivalent to the linear
combination of the subject’s intended output f(ϕt; θ∗) and
the desired output ψ∗t , i.e.,

ψt = λtf(ϕt; θ
∗) + (1− λt)ψ∗t (3)

When λt = 1, we have ψt = f(ϕt; θ
∗) which means there is

no assistance at all and the subject fully controls the cursor’s
movement. When λt = 0, we have ψt = ψ∗t which means the
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TABLE I
NOTATIONS

st the cursor’s position at the beginning of the t-th step
ψ∗
t the cursor’s desired movement direction
θt−1 the subject’s guess about the system parameter at the t-th step
ϕt the system’s input, i.e., the subject’s activity
ψt the system’s output, i.e., the cursor’s actual movement direction
ψ̃t the subject’s perception about ψt

λt the weight of the linear combination in SMC

subject’s sensorimotor system system
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II. THE TASK

In this paper we consider the center-out reaching task.
In this task, starting from the centered home position, the
subject need to control a cursor on a surface to reach a target
dot, positioned at ⌧ .

The cursor’s movement direction at the t-th step is denoted
 t. This movement is driven by the subject’s input �t. �t

is also treated as an angle and  t is rotated from �t by an
angle ✓⇤, i.e.,

 t = f(�t; ✓
⇤) = �t + ✓⇤ (1)

✓⇤ is the system’s parameter and is hidden from the subject.
At the beginning of the t-th step, by the cursor’s current

position st and the target position ⌧ , the desired movement
direction  ⇤

t can be computed as  ⇤
t = arccos

�
(⌧�st)/k⌧�

stk
�
2
. Based on the observation of  ⇤

t and her current
knowledge about ✓⇤, ✓t�1, the subject figures out the desired
input �t as

�t = f�1
�
 ⇤

t ; ✓t�1

�
=  ⇤

t � ✓t�1 (2)

Correspondingly, her intended output without any assis-
tance is f(�t; ✓

⇤). Under SMC, the actual system output
is the subject’s intended output corrected by a factor �t,
which is equivalent to the linear combination of the subject’s
intended output f(�t; ✓

⇤) and the descried output  ⇤
t , i.e.,

 t = �tf(�t; ✓
⇤) + (1 � �t) 

⇤
t (3)

When �t = 1, we have  t = f(�t; ✓
⇤) which means there is

no assistance at all and the subject fully controls the cursor’s
movement. When �t = 0, we have  t =  ⇤

t which means the
cursor will always move in the ideal direction. Therefore, �t

reflects the difficulty of the task and our purpose is to adjust
�t to facilitate the subject’s learning.

Observing the cursor’s movement direction  t, the subject
updates her knowledge. The subject’s preservation,  ̃t, is a
noisy version of  t, i.e.,

 ̃t =  t + " t (4)

where " t
is zero-mean Gaussian noise with variance �2

 t
.

We will discuss the noise term " t
in details in the following

sections.
Assume the step length is 1, after the t-th step, the

cursor will move to a new position st+1 where st+1 =
st + (cos t, sin t)

T .
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is also treated as an angle and  t is rotated from �t by an
angle ✓⇤, i.e.,

 t = f(�t; ✓
⇤) = �t + ✓⇤ (1)

✓⇤ is the system’s parameter and is hidden from the subject.
At the beginning of the t-th step, by the cursor’s current

position st and the target position ⌧ , the desired movement
direction  ⇤

t can be computed as  ⇤
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knowledge about ✓⇤, ✓t�1, the subject figures out the desired
input �t as
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Correspondingly, her intended output without any assis-
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⇤). Under SMC, the actual system output
is the subject’s intended output corrected by a factor �t,
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⇤) and the descried output  ⇤
t , i.e.,
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⇤) which means there is
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where " t
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in details in the following
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⇤). Under SMC, the actual system output
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t which means the
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II. THE TASK

In this paper we consider the center-out reaching task.
In this task, starting from the centered home position, the
subject need to control a cursor on a surface to reach a target
dot, positioned at ⌧ .

The cursor’s movement direction at the t-th step is denoted
 t. This movement is driven by the subject’s input �t. �t

is also treated as an angle and  t is rotated from �t by an
angle ✓⇤, i.e.,

 t = f(�t; ✓
⇤) = �t + ✓⇤ (1)

✓⇤ is the system’s parameter and is hidden from the subject.
At the beginning of the t-th step, by the cursor’s current

position st and the target position ⌧ , the desired movement
direction  ⇤

t can be computed as  ⇤
t = arccos

�
(⌧�st)/k⌧�

stk
�
2
. Based on the observation of  ⇤

t and her current
knowledge about ✓⇤, ✓t�1, the subject figures out the desired
input �t as

�t = f�1
�
 ⇤

t ; ✓t�1

�
=  ⇤

t � ✓t�1 (2)

Correspondingly, her intended output without any assis-
tance is f(�t; ✓

⇤). Under SMC, the actual system output
is the subject’s intended output corrected by a factor �t,
which is equivalent to the linear combination of the subject’s
intended output f(�t; ✓

⇤) and the descried output  ⇤
t , i.e.,

 t = �tf(�t; ✓
⇤) + (1 � �t) 

⇤
t (3)

When �t = 1, we have  t = f(�t; ✓
⇤) which means there is

no assistance at all and the subject fully controls the cursor’s
movement. When �t = 0, we have  t =  ⇤

t which means the
cursor will always move in the ideal direction. Therefore, �t

reflects the difficulty of the task and our purpose is to adjust
�t to facilitate the subject’s learning.

Observing the cursor’s movement direction  t, the subject
updates her knowledge. The subject’s preservation,  ̃t, is a
noisy version of  t, i.e.,

 ̃t =  t + " t (4)

where " t
is zero-mean Gaussian noise with variance �2

 t
.

We will discuss the noise term " t
in details in the following

sections.
Assume the step length is 1, after the t-th step, the

cursor will move to a new position st+1 where st+1 =
st + (cos t, sin t)
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II. THE TASK

In this paper we consider the center-out reaching task.
In this task, starting from the centered home position, the
subject need to control a cursor on a surface to reach a
target dot, positioned at ⌧ . The subject’s leaning process
is essentially a system identification process. The system’s
output is the cursor’s movement direction, denoted as  . And
the system’s input is the subject’s activity. In this paper, the
subject’s activity is also treated as an angle, denoted as �.
For the more complex activity, we can first project it onto
the 1D space. The system’s mapping function is a rotation
with an angle ✓⇤, i.e.,

 = f(�; ✓⇤) = �+ ✓⇤ (1)

✓⇤ is the system’s parameter and is hidden from the subject.
In order to finish the reaching task, the subject need to find
out ✓⇤ throughout her observations about the system’s inputs
and outputs.

Although the subject’s learning process is a continuous
process, for simplicity, we approximate it by a discrete
process and the subject’s knowledge is fixed during one step.

The updating of the subject’s knowledge at t-th step is
shown in Fig. 1. st is the cursor’s position at the beginning of
the t-th step.  ⇤

t is the desired movement direction, computed
as  ⇤

t = arccos
�
(⌧�st)/k⌧�stk

�
2
. ✓t�1 is generated from
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�t as

�t = f�1
�
 ⇤

t ; ✓t�1

�
=  ⇤

t � ✓t�1 (2)
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Fig. 1. One Step Updating.

where " t is zero-mean Gaussian noise with variance �2
 t

.
We will discuss the noise term " t in details in the following
sections.

Assume the step length is 1, after the t-th step, the
cursor will move to a new position st+1 where st+1 =
st + (cos t, sin t)

T .

III. THE MODEL

The leaning process in our task is in fact a system
identification process, where, in order to get the desired
output (the cursor’s ideal movement), the subject should feed
the system with the proper input. Then, the new output serves
as the feedback for the subject to refine her knowledge.
In this paper, we proposed a Bayes learning framework to
model this system identification process. In our framework,
the subject’s knowledge about ✓⇤ is a random variable ✓
with probability density function p(✓). At the beginning of
the learning task, p(✓) is fairly flat because the subject is
quite uncertain about the system and as the training takes
place, the distribution sharps around ✓⇤.

For simplicity, p(✓) is assumed as Gaussian distribution.
At the very beginning, the subject’s initial knowledge, which
is the prior probability before any observations, is

p0(✓) , p(✓) = N (µ0,�
2
0) (5)

where , means the left side is defined by the right side. µ0

is an arbitrary guess and �2
0 is fairly large.

A. Bayes Learning

The subject’s knowledge about ✓⇤ at the beginning of the
t-th step, denoted as pt�1(✓), is the posterior probability after
observing the input-output sequence in the first (t�1) steps,

pt�1(✓) , p
�
✓|{�j ,  ̃j}t�1

j=1

�
. (6)

The subject’s current guess about ✓⇤, ✓t�1, is sampled from
pt�1(✓), i.e., ✓t�1 ⇠ pt�1(✓) ✓t ⇠ pt(✓). At the end of
the t-th step, with the subject’s preserved data, {�t,  ̃t}, the
subject acquires some new information about ✓⇤. Using this
information the subject can update pt�1(✓) by Bayes rule,

pt(✓) / pt�1(✓)p
�
 ̃t|�t, ✓

�
(7)

To obtain the likelihood p
�
 ̃t|�t, ✓

�
, we notice

 ̃t =  t + " t = �t + ✓ + " t (8)

The last equation is because the subject observed the input �t

and the output  t during the t-th step, therefore, the subject’s
conjecture about ✓⇤, ✓, satisfying  t = �t+✓. Then, we have
the likelihood as

p
�
 ̃t|�t, ✓

�
= N

�
�t + ✓, �2

 t

�
(9)

B. Noise Term " t

To get " t , in this paper we treat the subject as a commu-
nication channel with a limited bandwidth. Form Shannon-
Hartley theorem we know that the channel capacity Cmax,
or, in our case, the upper bound on the information rate the
subject can acquire each step, is

Cmax � Ct = B log (1 + St/Nt) (10)

where Ct is the information rate at the t-th step, B is a
constant related to the bandwidth of the channel, St and Nt

are the powers of the signal and the noise at the t-th step.
To get St, we notice when the subject inputs �t, her

expected cursor’s movement is  ⇤
t . Thus, the difference

between the subject’s expected output and the true output
can be considered as the signal power, i.e.,

St = ( t �  ⇤
t )2 = �2

t (✓
⇤ � ✓t�1)

2 (11)

The power of Gaussian noise is the variance

Nt = �2
 t

(12)

Thus, we get the information rate at the t-th step is

Ct = B log
�
1 + ( t �  ⇤

t )2/�2
 t

�
(13)

To make Ct  Cmax, we have the constraint on the noise’s
variance as

�2
 t

� ↵( t �  ⇤
t )2 = ↵(✓⇤ � ✓t�1)

2�2
t (14)

where ↵ = exp (Cmax/B) � 1 is a constant determined by
the subject’s capability. Large ↵ indicates the high capability
of acquiring new information and vice versa. We can see the
variance of noise of the subject’s preservation is proportional
to the subject’s performance. Notice

( t �  ⇤
t )2 = (✓⇤ � ✓t�1)

2�2
t (15)

Thus the performance is determined by the task’s difficulty
�t, this result reveals that when �t increases, the information
the task provides increases. However, since the channel
capacity of the subject is bounded, the subject’s preservation
will be noisy. This conclusion is similar to the statement
in [1], [2], which argue that there is a maximum volume
of new information the subject can acquire each step. If the
information provided by the task exceeds this threshold, more
information will harm the subject’s preservation.

We can derive " t
from another view of point where

we take the subject’s motivation into consideration. We
argue that: 1) the subject’s motivation affects the subject’s
preservation, 2) the subject’s motivation is determined by the
subject’s current performance. Thus, we can also have �2

 t

proportional to the subject’s performance ( t �  ⇤
t )2.
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Abstract— Successful implementation of a brain-computer
interface depends critically on the subject’s ability to learn
how to modulate the neurons controlling the device. However,
the subject’s learning process is probably the least understood
aspect of the control loop. How should training be adjusted
to facilitate dexterous control of a prosthetic device? An
effective training schedule should manipulate the difficulty of
the task to provide enough information to guide improvement
without overwhelming the subject. In this paper, we introduce a
Bayesian framework for modeling the closed-loop BCI learning
process that treats the subject as a bandwidth-limited commu-
nication channel. We then develop an adaptive algorithm to find
the optimal difficulty-schedule for performance improvement.
Simulation results demonstrate that our algorithm yields faster
learning rates than several other heuristic training schedules,
and provides insight into the factors that might affect the
learning process.

I. INTRODUCTION

Brain-computer interfaces (BCI) promise to restore move-
ment to those who are paralyzed by providing behavioral
output directly from the intention to move, bypassing defec-
tive neural transmission and muscle activation [?], [?], [?].
However, the control algorithms currently used in BCI are far
from perfect: successful decoding still depends critically on
the subject’s ability to learn how to produce the appropriate
neural activity patterns. In closed-loop control, poor esti-
mates of intention can potentially be corrected on-line by the
subject. However, to know the appropriate corrective action,
the subject has to already have some facility at control. If
the subject has no understanding of the mapping between
neural activity and effector movement, even the corrective
movement will be wrong. To facilitate this learning process,
computer assistance is often used at the beginning stages of
training to minimize the errors that the subject makes while
learning the task [?], [?]. In shared-mode control (SMC),
the subject’s volitional signal is mixed with a computer-
generated “correct” signal to generate the final output. By
limiting the errors that the subject produces, SMC increases
motivation and keeps the subject engaged in the learning
process.

SMC provides a means of directly manipulating the
difficulty of the task. How should this difficulty-schedule
be chosen? If the difficulty is too low, the errors will be
artificially small and the subject will have no pressure to
learn. If the difficulty is too high, the errors will be too large
to be meaningfully interpreted. The task difficulty must be
carefully titrated to the subject’s ability to promote rapid
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learning. Here we introduce a Baysesian framework for mod-
eling a closed-loop BCI learning process that incorporates
shared-mode control. By treating the subject as a bandwidth-
limited communication channel, we demonstrate an explicit
link between the difficulty-schedule and the learning rate. We
then develop an adaptive algorithm to find the optimal diffi-
culty schedule for performance improvement. In simulation,
our adaptive difficulty-control strategy promotes a marked
improvement in learning rate.

II. THE TASK

In this paper we consider the center-out reaching task.
In this task, starting from the centered home position, the
subject needs to control a cursor on a surface to reach a target
at position ⌧ . The subject’s activity is denoted as ' and the
corresponding cursor’s movement direction is denoted as  .
For simplicity, ' is also treated as an angle in this paper. For
more complex activity, it can first be projected onto the 1D
space. The control system’s mapping function f is a rotation
with an angle ✓⇤, i.e.,

 = f('; ✓⇤) = '+ ✓⇤ (1)

where ✓⇤ is the system’s parameter and is hidden from the
subject. Therefore, the subject’s leaning process is essentially
a system identification process because in order to get the
desired output (the cursor’s ideal movement) the subject
needs to find ✓⇤ throughout a series of observations about
the system’s inputs and outputs.

The routine of the subject’s knowledge updating at t-th
step is shown in Fig. ?? and the notations are shown in
Table ??. The cursor’s desired movement direction  ⇤

t is
determined by the cursor’s current position st and the target’s
position. The subject’s guess about the system parameter,
✓t�1, is generated from the subject’s current knowledge
about ✓⇤. Together with  ⇤

t , the subject can figure out the
desired input 't as

't = f�1
�
 ⇤

t ; ✓t�1

�
=  ⇤

t � ✓t�1 (2)

Correspondingly, the subject’s intended output without any
assistance is f('t; ✓

⇤). However, under SMC, the cursor’s
actual movement direction is the subject’s intended output
corrected by a factor �t, which is equivalent to the linear
combination of the subject’s intended output f('t; ✓

⇤) and
the desired output  ⇤

t , i.e.,

 t = �tf('t; ✓
⇤) + (1 � �t) 

⇤
t (3)

When �t = 1, we have  t = f('t; ✓
⇤) which means there is

no assistance at all and the subject fully controls the cursor’s
movement. When �t = 0, we have  t =  ⇤

t which means the
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I. INTRODUCTION

Brain-computer interfaces (BCI) promise to restore move-
ment to those who are paralyzed by providing behavioral
output directly from the intention to move, bypassing defec-
tive neural transmission and muscle activation [?], [?], [?].
However, the control algorithms currently used in BCI are far
from perfect: successful decoding still depends critically on
the subject’s ability to learn how to produce the appropriate
neural activity patterns. In closed-loop control, poor esti-
mates of intention can potentially be corrected on-line by the
subject. However, to know the appropriate corrective action,
the subject has to already have some facility at control. If
the subject has no understanding of the mapping between
neural activity and effector movement, even the corrective
movement will be wrong. To facilitate this learning process,
computer assistance is often used at the beginning stages of
training to minimize the errors that the subject makes while
learning the task [?], [?]. In shared-mode control (SMC),
the subject’s volitional signal is mixed with a computer-
generated “correct” signal to generate the final output. By
limiting the errors that the subject produces, SMC increases
motivation and keeps the subject engaged in the learning
process.

SMC provides a means of directly manipulating the
difficulty of the task. How should this difficulty-schedule
be chosen? If the difficulty is too low, the errors will be
artificially small and the subject will have no pressure to
learn. If the difficulty is too high, the errors will be too large
to be meaningfully interpreted. The task difficulty must be
carefully titrated to the subject’s ability to promote rapid

*This project was supported by National Institutes of Health Grant
RC1NS07031.

1Carnegie Mellon University, Pittsburgh, PA 15213, U.S.A
2University of Pittsburgh, Pittsburgh, PA 15260, U.S.A.

learning. Here we introduce a Baysesian framework for mod-
eling a closed-loop BCI learning process that incorporates
shared-mode control. By treating the subject as a bandwidth-
limited communication channel, we demonstrate an explicit
link between the difficulty-schedule and the learning rate. We
then develop an adaptive algorithm to find the optimal diffi-
culty schedule for performance improvement. In simulation,
our adaptive difficulty-control strategy promotes a marked
improvement in learning rate.

II. THE TASK

In this paper we consider the center-out reaching task.
In this task, starting from the centered home position, the
subject needs to control a cursor on a surface to reach a target
at position ⌧ . The subject’s activity is denoted as ' and the
corresponding cursor’s movement direction is denoted as  .
For simplicity, ' is also treated as an angle in this paper. For
more complex activity, it can first be projected onto the 1D
space. The control system’s mapping function f is a rotation
with an angle ✓⇤, i.e.,

 = f('; ✓⇤) = '+ ✓⇤ (1)

where ✓⇤ is the system’s parameter and is hidden from the
subject. Therefore, the subject’s leaning process is essentially
a system identification process because in order to get the
desired output (the cursor’s ideal movement) the subject
needs to find ✓⇤ throughout a series of observations about
the system’s inputs and outputs.

The routine of the subject’s knowledge updating at t-th
step is shown in Fig. ?? and the notations are shown in
Table ??. The cursor’s desired movement direction  ⇤

t is
determined by the cursor’s current position st and the target’s
position. The subject’s guess about the system parameter,
✓t�1, is generated from the subject’s current knowledge
about ✓⇤. Together with  ⇤

t , the subject can figure out the
desired input 't as

't = f�1
�
 ⇤

t ; ✓t�1

�
=  ⇤

t � ✓t�1 (2)

Correspondingly, the subject’s intended output without any
assistance is f('t; ✓

⇤). However, under SMC, the cursor’s
actual movement direction is the subject’s intended output
corrected by a factor �t, which is equivalent to the linear
combination of the subject’s intended output f('t; ✓

⇤) and
the desired output  ⇤

t , i.e.,

 t = �tf('t; ✓
⇤) + (1 � �t) 

⇤
t (3)

When �t = 1, we have  t = f('t; ✓
⇤) which means there is

no assistance at all and the subject fully controls the cursor’s
movement. When �t = 0, we have  t =  ⇤

t which means the

Bayesian learning in assisted brain-computer interface tasks

Yin Zhang1, Andrew B. Schwartz2, Steve M. Chase1 and Robert E. Kass1

Abstract— Successful implementation of a brain-computer
interface depends critically on the subject’s ability to learn
how to modulate the neurons controlling the device. However,
the subject’s learning process is probably the least understood
aspect of the control loop. How should training be adjusted
to facilitate dexterous control of a prosthetic device? An
effective training schedule should manipulate the difficulty of
the task to provide enough information to guide improvement
without overwhelming the subject. In this paper, we introduce a
Bayesian framework for modeling the closed-loop BCI learning
process that treats the subject as a bandwidth-limited commu-
nication channel. We then develop an adaptive algorithm to find
the optimal difficulty-schedule for performance improvement.
Simulation results demonstrate that our algorithm yields faster
learning rates than several other heuristic training schedules,
and provides insight into the factors that might affect the
learning process.

I. INTRODUCTION

Brain-computer interfaces (BCI) promise to restore move-
ment to those who are paralyzed by providing behavioral
output directly from the intention to move, bypassing defec-
tive neural transmission and muscle activation [?], [?], [?].
However, the control algorithms currently used in BCI are far
from perfect: successful decoding still depends critically on
the subject’s ability to learn how to produce the appropriate
neural activity patterns. In closed-loop control, poor esti-
mates of intention can potentially be corrected on-line by the
subject. However, to know the appropriate corrective action,
the subject has to already have some facility at control. If
the subject has no understanding of the mapping between
neural activity and effector movement, even the corrective
movement will be wrong. To facilitate this learning process,
computer assistance is often used at the beginning stages of
training to minimize the errors that the subject makes while
learning the task [?], [?]. In shared-mode control (SMC),
the subject’s volitional signal is mixed with a computer-
generated “correct” signal to generate the final output. By
limiting the errors that the subject produces, SMC increases
motivation and keeps the subject engaged in the learning
process.

SMC provides a means of directly manipulating the
difficulty of the task. How should this difficulty-schedule
be chosen? If the difficulty is too low, the errors will be
artificially small and the subject will have no pressure to
learn. If the difficulty is too high, the errors will be too large
to be meaningfully interpreted. The task difficulty must be
carefully titrated to the subject’s ability to promote rapid

*This project was supported by National Institutes of Health Grant
RC1NS07031.

1Carnegie Mellon University, Pittsburgh, PA 15213, U.S.A
2University of Pittsburgh, Pittsburgh, PA 15260, U.S.A.

learning. Here we introduce a Baysesian framework for mod-
eling a closed-loop BCI learning process that incorporates
shared-mode control. By treating the subject as a bandwidth-
limited communication channel, we demonstrate an explicit
link between the difficulty-schedule and the learning rate. We
then develop an adaptive algorithm to find the optimal diffi-
culty schedule for performance improvement. In simulation,
our adaptive difficulty-control strategy promotes a marked
improvement in learning rate.

II. THE TASK

In this paper we consider the center-out reaching task.
In this task, starting from the centered home position, the
subject needs to control a cursor on a surface to reach a target
at position ⌧ . The subject’s activity is denoted as ' and the
corresponding cursor’s movement direction is denoted as  .
For simplicity, ' is also treated as an angle in this paper. For
more complex activity, it can first be projected onto the 1D
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subject. Therefore, the subject’s leaning process is essentially
a system identification process because in order to get the
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TABLE I
NOTATIONS

st the cursor’s position at the beginning of the t-th step
 ⇤

t the cursor’s desired movement direction
✓t�1 the subject’s guess about the system parameter at the t-th step
't the system’s input, i.e., the subject’s activity
 t the system’s output, i.e., the cursor’s actual movement direction
 ̃t the subject’s perception about  t

�t the weight of the linear combination in SMC
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currently the decoding algorithms used in BCI is far from
perfect and this technology depends critically on the subject’s
ability to learn how to modulate the neurons generating the
signals. The closed-loop control, where rather poor estimates
of the subject’s intention can be improved by the subject
observing and correcting the movement by changes in neural
activity, is probably the single most important aspect of the
entire approach.

To facilitate subject’s learning, a controlled manner called
shared-mode control paradigm (SMC) is embedded into
the learning process. SMC allows us to manipulate task
difficulty precisely. Specifically, a mixture of volitional (from
the subject) and automatic (machine-generated) signals are
combined to generate the final signal. This assistance will
limit the errors that the subject makes while learning the task.
Unfortunately, subject’s learning process is probably the least
understood aspect, thus, there is no clear way to adjust task
difficulty in SMC for improving the subject’s leaning speed.

In this paper, we use Bayes learning framework to model
the subject’s learning process and take the subject’s learning
capability and motivation into consideration. Based on this
proposed framework, we design a strategy to control the
task difficulty each step based on the subject’s current
performance. The simulation results demonstrate that the
proposed framework can capture the learning property and
the difficulty control strategy can improve the subject’s
learning rate effectively.
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II. THE TASK

In this paper we consider the center-out reaching task.
In this task, starting from the centered home position, the
subject need to control a cursor on a surface to reach a target
dot, positioned at ⌧ .

The cursor’s movement direction at the t-th step is denoted
 t. This movement is driven by the subject’s input �t. �t

is also treated as an angle and  t is rotated from �t by an
angle ✓⇤, i.e.,

 t = f(�t; ✓
⇤) = �t + ✓⇤ (1)

✓⇤ is the system’s parameter and is hidden from the subject.
At the beginning of the t-th step, by the cursor’s current

position st and the target position ⌧ , the desired movement
direction  ⇤

t can be computed as  ⇤
t = arccos

�
(⌧�st)/�⌧�

st�
�
2
. Based on the observation of  ⇤

t and her current
knowledge about ✓⇤, ✓t�1, the subject figures out the desired
input �t as

�t = f�1
�
 ⇤

t ; ✓t�1

�
=  ⇤

t � ✓t�1 (2)

Correspondingly, her intended output without any assis-
tance is f(�t; ✓

⇤). Under SMC, the actual system output
is the subject’s intended output corrected by a factor �t,
which is equivalent to the linear combination of the subject’s
intended output f(�t; ✓

⇤) and the descried output  ⇤
t , i.e.,

 t = �tf(�t; ✓
⇤) + (1 � �t) 

⇤
t (3)

When �t = 1, we have  t = f(�t; ✓
⇤) which means there is

no assistance at all and the subject fully controls the cursor’s
movement. When �t = 0, we have  t =  ⇤

t which means the
cursor will always move in the ideal direction. Therefore, �t

reflects the difficulty of the task and our purpose is to adjust
�t to facilitate the subject’s learning.

Observing the cursor’s movement direction  t, the subject
updates her knowledge. The subject’s preservation,  ̃t, is a
noisy version of  t, i.e.,

 ̃t =  t + " t (4)

where " t
is zero-mean Gaussian noise with variance �2

 t
.

We will discuss the noise term " t
in details in the following

sections.
Assume the step length is 1, after the t-th step, the

cursor will move to a new position st+1 where st+1 =
st + (cos t, sin t)

T .

Preparation of Papers for IEEE Sponsored Conferences & Symposia*

Huibert Kwakernaak1 and Pradeep Misra2

Abstract— The success of the brain-computer interfaces de-
pends critically on the subject’s ability to learn how to modulate
the neurons generating the signals. However, the subject’s
learning process is probably the least understood aspect and
there is no clear way to adjust task difficulty for facilitating
this process. In this paper we model this cognition process
under Bayes learning framework. Based on this framework,
we design a difficulty control strategy to improve the subject’s
learning rate. Simulation results validate the effectiveness of
the proposed strategy.

I. INTRODUCTION

Brain-computer interfaces (BCI) promise to restore move-
ment to those who are paralyzed by providing behavior
output directly from the intention to move, bypassing de-
fective neural transmission and muscle activation. However,
currently the decoding algorithms used in BCI is far from
perfect and this technology depends critically on the subject’s
ability to learn how to modulate the neurons generating the
signals. The closed-loop control, where rather poor estimates
of the subject’s intention can be improved by the subject
observing and correcting the movement by changes in neural
activity, is probably the single most important aspect of the
entire approach.

To facilitate subject’s learning, a controlled manner called
shared-mode control paradigm (SMC) is embedded into
the learning process. SMC allows us to manipulate task
difficulty precisely. Specifically, a mixture of volitional (from
the subject) and automatic (machine-generated) signals are
combined to generate the final signal. This assistance will
limit the errors that the subject makes while learning the task.
Unfortunately, subject’s learning process is probably the least
understood aspect, thus, there is no clear way to adjust task
difficulty in SMC for improving the subject’s leaning speed.

In this paper, we use Bayes learning framework to model
the subject’s learning process and take the subject’s learning
capability and motivation into consideration. Based on this
proposed framework, we design a strategy to control the
task difficulty each step based on the subject’s current
performance. The simulation results demonstrate that the
proposed framework can capture the learning property and
the difficulty control strategy can improve the subject’s
learning rate effectively.

*This work was not supported by any organization
1H. Kwakernaak is with Faculty of Electrical Engineering, Mathematics

and Computer Science, University of Twente, 7500 AE Enschede, The
Netherlands h.kwakernaak at papercept.net

2P. Misra is with the Department of Electrical Engineering, Wright State
University, Dayton, OH 45435, USA p.misra at ieee.org

II. THE TASK
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dot, positioned at ⌧ .
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In this paper we consider the center-out reaching task.
In this task, starting from the centered home position, the
subject need to control a cursor on a surface to reach a target
dot, positioned at ⌧ .

The cursor’s movement direction at the t-th step is denoted
 t. This movement is driven by the subject’s input �t. �t

is also treated as an angle and  t is rotated from �t by an
angle ✓⇤, i.e.,

 t = f(�t; ✓
⇤) = �t + ✓⇤ (1)

✓⇤ is the system’s parameter and is hidden from the subject.
At the beginning of the t-th step, by the cursor’s current

position st and the target position ⌧ , the desired movement
direction  ⇤

t can be computed as  ⇤
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t and her current
knowledge about ✓⇤, ✓t�1, the subject figures out the desired
input �t as

�t = f�1
�
 ⇤

t ; ✓t�1

�
=  ⇤

t � ✓t�1 (2)

Correspondingly, her intended output without any assis-
tance is f(�t; ✓

⇤). Under SMC, the actual system output
is the subject’s intended output corrected by a factor �t,
which is equivalent to the linear combination of the subject’s
intended output f(�t; ✓

⇤) and the descried output  ⇤
t , i.e.,

 t = �tf(�t; ✓
⇤) + (1 � �t) 

⇤
t (3)

When �t = 1, we have  t = f(�t; ✓
⇤) which means there is

no assistance at all and the subject fully controls the cursor’s
movement. When �t = 0, we have  t =  ⇤

t which means the
cursor will always move in the ideal direction. Therefore, �t

reflects the difficulty of the task and our purpose is to adjust
�t to facilitate the subject’s learning.

Observing the cursor’s movement direction  t, the subject
updates her knowledge. The subject’s preservation,  ̃t, is a
noisy version of  t, i.e.,

 ̃t =  t + " t (4)

where " t
is zero-mean Gaussian noise with variance �2

 t
.

We will discuss the noise term " t
in details in the following

sections.
Assume the step length is 1, after the t-th step, the

cursor will move to a new position st+1 where st+1 =
st + (cos t, sin t)
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direction  ⇤

t can be computed as  ⇤
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Correspondingly, her intended output without any assis-
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⇤). Under SMC, the actual system output
is the subject’s intended output corrected by a factor �t,
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⇤) and the descried output  ⇤
t , i.e.,
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When �t = 1, we have  t = f(�t; ✓
⇤) which means there is

no assistance at all and the subject fully controls the cursor’s
movement. When �t = 0, we have  t =  ⇤

t which means the
cursor will always move in the ideal direction. Therefore, �t

reflects the difficulty of the task and our purpose is to adjust
�t to facilitate the subject’s learning.
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noisy version of  t, i.e.,
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where " t
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We will discuss the noise term " t
in details in the following

sections.
Assume the step length is 1, after the t-th step, the
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T .

Fig. 1. One Step Updating.

II. THE TASK
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In this paper we consider the center-out reaching task.
In this task, starting from the centered home position, the
subject need to control a cursor on a surface to reach a target
dot, positioned at ⌧ .

The cursor’s movement direction at the t-th step is denoted
 t. This movement is driven by the subject’s input �t. �t

is also treated as an angle and  t is rotated from �t by an
angle ✓⇤, i.e.,

 t = f(�t; ✓
⇤) = �t + ✓⇤ (1)

✓⇤ is the system’s parameter and is hidden from the subject.
At the beginning of the t-th step, by the cursor’s current
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is the subject’s intended output corrected by a factor �t,
which is equivalent to the linear combination of the subject’s
intended output f(�t; ✓

⇤) and the descried output  ⇤
t , i.e.,

 t = �tf(�t; ✓
⇤) + (1 � �t) 
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t (3)

When �t = 1, we have  t = f(�t; ✓
⇤) which means there is

no assistance at all and the subject fully controls the cursor’s
movement. When �t = 0, we have  t =  ⇤

t which means the
cursor will always move in the ideal direction. Therefore, �t

reflects the difficulty of the task and our purpose is to adjust
�t to facilitate the subject’s learning.

Observing the cursor’s movement direction  t, the subject
updates her knowledge. The subject’s preservation,  ̃t, is a
noisy version of  t, i.e.,

 ̃t =  t + " t (4)

where " t
is zero-mean Gaussian noise with variance �2
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We will discuss the noise term " t
in details in the following

sections.
Assume the step length is 1, after the t-th step, the

cursor will move to a new position st+1 where st+1 =
st + (cos t, sin t)
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In this paper we consider the center-out reaching task.
In this task, starting from the centered home position, the
subject need to control a cursor on a surface to reach a target
dot, positioned at ⌧ .

The cursor’s movement direction at the t-th step is denoted
 t. This movement is driven by the subject’s input �t. �t

is also treated as an angle and  t is rotated from �t by an
angle ✓⇤, i.e.,
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⇤) = �t + ✓⇤ (1)

✓⇤ is the system’s parameter and is hidden from the subject.
At the beginning of the t-th step, by the cursor’s current
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is the subject’s intended output corrected by a factor �t,
which is equivalent to the linear combination of the subject’s
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t , i.e.,
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⇤) + (1 � �t) 
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When �t = 1, we have  t = f(�t; ✓
⇤) which means there is

no assistance at all and the subject fully controls the cursor’s
movement. When �t = 0, we have  t =  ⇤

t which means the
cursor will always move in the ideal direction. Therefore, �t

reflects the difficulty of the task and our purpose is to adjust
�t to facilitate the subject’s learning.

Observing the cursor’s movement direction  t, the subject
updates her knowledge. The subject’s preservation,  ̃t, is a
noisy version of  t, i.e.,

 ̃t =  t + " t (4)

where " t
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II. THE TASK

In this paper we consider the center-out reaching task.
In this task, starting from the centered home position, the
subject need to control a cursor on a surface to reach a target
dot, positioned at ⌧ .

The cursor’s movement direction at the t-th step is denoted
 t. This movement is driven by the subject’s input �t. �t

is also treated as an angle and  t is rotated from �t by an
angle ✓⇤, i.e.,

 t = f(�t; ✓
⇤) = �t + ✓⇤ (1)

✓⇤ is the system’s parameter and is hidden from the subject.
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⇤) which means there is

no assistance at all and the subject fully controls the cursor’s
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t which means the
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noisy version of  t, i.e.,
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where " t
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II. THE TASK

In this paper we consider the center-out reaching task.
In this task, starting from the centered home position, the
subject need to control a cursor on a surface to reach a target
dot, positioned at ⌧ .

The cursor’s movement direction at the t-th step is denoted
 t. This movement is driven by the subject’s input �t. �t

is also treated as an angle and  t is rotated from �t by an
angle ✓⇤, i.e.,
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noisy version of  t, i.e.,
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where " t
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In this paper we consider the center-out reaching task.
In this task, starting from the centered home position, the
subject need to control a cursor on a surface to reach a target
dot, positioned at ⌧ .

The cursor’s movement direction at the t-th step is denoted
 t. This movement is driven by the subject’s input �t. �t

is also treated as an angle and  t is rotated from �t by an
angle ✓⇤, i.e.,

 t = f(�t; ✓
⇤) = �t + ✓⇤ (1)

✓⇤ is the system’s parameter and is hidden from the subject.
At the beginning of the t-th step, by the cursor’s current

position st and the target position ⌧ , the desired movement
direction  ⇤

t can be computed as  ⇤
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. Based on the observation of  ⇤

t and her current
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�t = f�1
�
 ⇤

t ; ✓t�1

�
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t � ✓t�1 (2)

Correspondingly, her intended output without any assis-
tance is f(�t; ✓

⇤). Under SMC, the actual system output
is the subject’s intended output corrected by a factor �t,
which is equivalent to the linear combination of the subject’s
intended output f(�t; ✓

⇤) and the descried output  ⇤
t , i.e.,

 t = �tf(�t; ✓
⇤) + (1 � �t) 
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t (3)

When �t = 1, we have  t = f(�t; ✓
⇤) which means there is

no assistance at all and the subject fully controls the cursor’s
movement. When �t = 0, we have  t =  ⇤

t which means the
cursor will always move in the ideal direction. Therefore, �t

reflects the difficulty of the task and our purpose is to adjust
�t to facilitate the subject’s learning.

Observing the cursor’s movement direction  t, the subject
updates her knowledge. The subject’s preservation,  ̃t, is a
noisy version of  t, i.e.,

 ̃t =  t + " t (4)

where " t
is zero-mean Gaussian noise with variance �2
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.

We will discuss the noise term " t
in details in the following

sections.
Assume the step length is 1, after the t-th step, the

cursor will move to a new position st+1 where st+1 =
st + (cos t, sin t)
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✓⇤ is the system’s parameter and is hidden from the subject.
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out ✓⇤ throughout her observations about the system’s inputs
and outputs.
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t is the desired movement direction, computed
as  ⇤

t = arccos
�
(⌧�st)/�⌧�st�

�
2
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where " t is zero-mean Gaussian noise with variance �2
 t

.
We will discuss the noise term " t in details in the following
sections.

Assume the step length is 1, after the t-th step, the
cursor will move to a new position st+1 where st+1 =
st + (cos t, sin t)

T .

III. THE MODEL

The leaning process in our task is in fact a system
identification process, where, in order to get the desired
output (the cursor’s ideal movement), the subject should feed
the system with the proper input. Then, the new output serves
as the feedback for the subject to refine her knowledge.
In this paper, we proposed a Bayes learning framework to
model this system identification process. In our framework,
the subject’s knowledge about ✓⇤ is a random variable ✓
with probability density function p(✓). At the beginning of
the learning task, p(✓) is fairly flat because the subject is
quite uncertain about the system and as the training takes
place, the distribution sharps around ✓⇤.

For simplicity, p(✓) is assumed as Gaussian distribution.
At the very beginning, the subject’s initial knowledge, which
is the prior probability before any observations, is

p0(✓) � p(✓) = N (µ0,�
2
0) (5)

where � means the left side is defined by the right side. µ0

is an arbitrary guess and �2
0 is fairly large.

A. Bayes Learning

The subject’s knowledge about ✓⇤ at the beginning of the
t-th step, denoted as pt�1(✓), is the posterior probability after
observing the input-output sequence in the first (t�1) steps,

pt�1(✓) � p
�
✓|{�j ,  ̃j}t�1

j=1

�
. (6)

The subject’s current guess about ✓⇤, ✓t�1, is sampled from
pt�1(✓), i.e., ✓t�1 ⇠ pt�1(✓) ✓t ⇠ pt(✓). At the end of
the t-th step, with the subject’s preserved data, {�t,  ̃t}, the
subject acquires some new information about ✓⇤. Using this
information the subject can update pt�1(✓) by Bayes rule,

pt(✓) / pt�1(✓)p
�
 ̃t|�t, ✓

�
(7)

To obtain the likelihood p
�
 ̃t|�t, ✓

�
, we notice

 ̃t =  t + " t = �t + ✓ + " t (8)

The last equation is because the subject observed the input �t

and the output  t during the t-th step, therefore, the subject’s
conjecture about ✓⇤, ✓, satisfying  t = �t+✓. Then, we have
the likelihood as

p
�
 ̃t|�t, ✓

�
= N

�
�t + ✓, �2

 t

�
(9)

B. Noise Term " t

To get " t , in this paper we treat the subject as a commu-
nication channel with a limited bandwidth. Form Shannon-
Hartley theorem we know that the channel capacity Cmax,
or, in our case, the upper bound on the information rate the
subject can acquire each step, is

Cmax � Ct = B log (1 + St/Nt) (10)

where Ct is the information rate at the t-th step, B is a
constant related to the bandwidth of the channel, St and Nt

are the powers of the signal and the noise at the t-th step.
To get St, we notice when the subject inputs �t, her

expected cursor’s movement is  ⇤
t . Thus, the difference

between the subject’s expected output and the true output
can be considered as the signal power, i.e.,

St = ( t �  ⇤
t )2 = �2

t (✓
⇤ � ✓t�1)

2 (11)

The power of Gaussian noise is the variance

Nt = �2
 t

(12)

Thus, we get the information rate at the t-th step is

Ct = B log
�
1 + ( t �  ⇤

t )2/�2
 t

�
(13)

To make Ct � Cmax, we have the constraint on the noise’s
variance as

�2
 t

� ↵( t �  ⇤
t )2 = ↵(✓⇤ � ✓t�1)

2�2
t (14)

where ↵ = exp (Cmax/B) � 1 is a constant determined by
the subject’s capability. Large ↵ indicates the high capability
of acquiring new information and vice versa. We can see the
variance of noise of the subject’s preservation is proportional
to the subject’s performance. Notice

( t �  ⇤
t )2 = (✓⇤ � ✓t�1)

2�2
t (15)

Thus the performance is determined by the task’s difficulty
�t, this result reveals that when �t increases, the information
the task provides increases. However, since the channel
capacity of the subject is bounded, the subject’s preservation
will be noisy. This conclusion is similar to the statement
in [1], [2], which argue that there is a maximum volume
of new information the subject can acquire each step. If the
information provided by the task exceeds this threshold, more
information will harm the subject’s preservation.

We can derive " t
from another view of point where

we take the subject’s motivation into consideration. We
argue that: 1) the subject’s motivation affects the subject’s
preservation, 2) the subject’s motivation is determined by the
subject’s current performance. Thus, we can also have �2

 t

proportional to the subject’s performance ( t �  ⇤
t )2.

TABLE I
NOTATIONS

st the cursor’s position at the t-th step
 ⇤

t the desired movement direction
�t the subject’s input
 t the cursor’s actual movement direction
 ̃t the subject’s preservation
�t the difficulty in SMC

Preparation of Papers for IEEE Sponsored Conferences & Symposia*

Huibert Kwakernaak1 and Pradeep Misra2

Abstract— The success of the brain-computer interfaces de-
pends critically on the subject’s ability to learn how to modulate
the neurons generating the signals. However, the subject’s
learning process is probably the least understood aspect and
there is no clear way to adjust task difficulty for facilitating
this process. In this paper we model this cognition process
under Bayes learning framework. Based on this framework,
we design a difficulty control strategy to improve the subject’s
learning rate. Simulation results validate the effectiveness of
the proposed strategy.

I. INTRODUCTION

Brain-computer interfaces (BCI) promise to restore move-
ment to those who are paralyzed by providing behavior
output directly from the intention to move, bypassing de-
fective neural transmission and muscle activation. However,
currently the decoding algorithms used in BCI is far from
perfect and this technology depends critically on the subject’s
ability to learn how to modulate the neurons generating the
signals. The closed-loop control, where rather poor estimates
of the subject’s intention can be improved by the subject
observing and correcting the movement by changes in neural
activity, is probably the single most important aspect of the
entire approach.

To facilitate subject’s learning, a controlled manner called
shared-mode control paradigm (SMC) is embedded into
the learning process. SMC allows us to manipulate task
difficulty precisely. Specifically, a mixture of volitional (from
the subject) and automatic (machine-generated) signals are
combined to generate the final signal. This assistance will
limit the errors that the subject makes while learning the task.
Unfortunately, subject’s learning process is probably the least
understood aspect, thus, there is no clear way to adjust task
difficulty in SMC for improving the subject’s leaning speed.

In this paper, we use Bayes learning framework to model
the subject’s learning process and take the subject’s learning
capability and motivation into consideration. Based on this
proposed framework, we design a strategy to control the
task difficulty each step based on the subject’s current
performance. The simulation results demonstrate that the
proposed framework can capture the learning property and
the difficulty control strategy can improve the subject’s
learning rate effectively.

*This work was not supported by any organization
1H. Kwakernaak is with Faculty of Electrical Engineering, Mathematics

and Computer Science, University of Twente, 7500 AE Enschede, The
Netherlands h.kwakernaak at papercept.net

2P. Misra is with the Department of Electrical Engineering, Wright State
University, Dayton, OH 45435, USA p.misra at ieee.org

II. THE TASK

In this paper we consider the center-out reaching task.
In this task, starting from the centered home position, the
subject need to control a cursor on a surface to reach a target
dot, positioned at ⌧ .

The cursor’s movement direction at the t-th step is denoted
 t. This movement is driven by the subject’s input �t. �t

is also treated as an angle and  t is rotated from �t by an
angle ✓⇤, i.e.,

 t = f(�t; ✓
⇤) = �t + ✓⇤ (1)

✓⇤ is the system’s parameter and is hidden from the subject.
At the beginning of the t-th step, by the cursor’s current

position st and the target position ⌧ , the desired movement
direction  ⇤

t can be computed as  ⇤
t = arccos

�
(⌧�st)/�⌧�

st�
�
2
. Based on the observation of  ⇤

t and her current
knowledge about ✓⇤, ✓t�1, the subject figures out the desired
input �t as

�t = f�1
�
 ⇤

t ; ✓t�1

�
=  ⇤

t � ✓t�1 (2)

Correspondingly, her intended output without any assis-
tance is f(�t; ✓

⇤). Under SMC, the actual system output
is the subject’s intended output corrected by a factor �t,
which is equivalent to the linear combination of the subject’s
intended output f(�t; ✓

⇤) and the descried output  ⇤
t , i.e.,

 t = �tf(�t; ✓
⇤) + (1 � �t) 

⇤
t (3)

When �t = 1, we have  t = f(�t; ✓
⇤) which means there is

no assistance at all and the subject fully controls the cursor’s
movement. When �t = 0, we have  t =  ⇤

t which means the
cursor will always move in the ideal direction. Therefore, �t

reflects the difficulty of the task and our purpose is to adjust
�t to facilitate the subject’s learning.

Observing the cursor’s movement direction  t, the subject
updates her knowledge. The subject’s preservation,  ̃t, is a
noisy version of  t, i.e.,

 ̃t =  t + " t (4)

where " t
is zero-mean Gaussian noise with variance �2

 t
.

We will discuss the noise term " t
in details in the following

sections.
Assume the step length is 1, after the t-th step, the

cursor will move to a new position st+1 where st+1 =
st + (cos t, sin t)

T .
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position st and the target position ⌧ , the desired movement
direction  ⇤

t can be computed as  ⇤
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Correspondingly, her intended output without any assis-
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⇤) and the descried output  ⇤
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When �t = 1, we have  t = f(�t; ✓
⇤) which means there is

no assistance at all and the subject fully controls the cursor’s
movement. When �t = 0, we have  t =  ⇤

t which means the
cursor will always move in the ideal direction. Therefore, �t

reflects the difficulty of the task and our purpose is to adjust
�t to facilitate the subject’s learning.

Observing the cursor’s movement direction  t, the subject
updates her knowledge. The subject’s preservation,  ̃t, is a
noisy version of  t, i.e.,

 ̃t =  t + " t (4)

where " t
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We will discuss the noise term " t
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Assume the step length is 1, after the t-th step, the
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dot, positioned at ⌧ .
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is also treated as an angle and  t is rotated from �t by an
angle ✓⇤, i.e.,
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reflects the difficulty of the task and our purpose is to adjust
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II. THE TASK

In this paper we consider the center-out reaching task.
In this task, starting from the centered home position, the
subject need to control a cursor on a surface to reach a target
dot, positioned at ⌧ .

The cursor’s movement direction at the t-th step is denoted
 t. This movement is driven by the subject’s input �t. �t

is also treated as an angle and  t is rotated from �t by an
angle ✓⇤, i.e.,

 t = f(�t; ✓
⇤) = �t + ✓⇤ (1)

✓⇤ is the system’s parameter and is hidden from the subject.
At the beginning of the t-th step, by the cursor’s current

position st and the target position ⌧ , the desired movement
direction  ⇤

t can be computed as  ⇤
t = arccos

�
(⌧�st)/�⌧�

st�
�
2
. Based on the observation of  ⇤

t and her current
knowledge about ✓⇤, ✓t�1, the subject figures out the desired
input �t as

�t = f�1
�
 ⇤

t ; ✓t�1

�
=  ⇤

t � ✓t�1 (2)

Correspondingly, her intended output without any assis-
tance is f(�t; ✓

⇤). Under SMC, the actual system output
is the subject’s intended output corrected by a factor �t,
which is equivalent to the linear combination of the subject’s
intended output f(�t; ✓

⇤) and the descried output  ⇤
t , i.e.,

 t = �tf(�t; ✓
⇤) + (1 � �t) 

⇤
t (3)

When �t = 1, we have  t = f(�t; ✓
⇤) which means there is

no assistance at all and the subject fully controls the cursor’s
movement. When �t = 0, we have  t =  ⇤

t which means the
cursor will always move in the ideal direction. Therefore, �t

reflects the difficulty of the task and our purpose is to adjust
�t to facilitate the subject’s learning.

Observing the cursor’s movement direction  t, the subject
updates her knowledge. The subject’s preservation,  ̃t, is a
noisy version of  t, i.e.,

 ̃t =  t + " t (4)

where " t
is zero-mean Gaussian noise with variance �2

 t
.

We will discuss the noise term " t
in details in the following

sections.
Assume the step length is 1, after the t-th step, the

cursor will move to a new position st+1 where st+1 =
st + (cos t, sin t)
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✓⇤ is the system’s parameter and is hidden from the subject.
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�
2
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where " t is zero-mean Gaussian noise with variance �2
 t

.
We will discuss the noise term " t in details in the following
sections.

Assume the step length is 1, after the t-th step, the
cursor will move to a new position st+1 where st+1 =
st + (cos t, sin t)

T .

III. THE MODEL

The leaning process in our task is in fact a system
identification process, where, in order to get the desired
output (the cursor’s ideal movement), the subject should feed
the system with the proper input. Then, the new output serves
as the feedback for the subject to refine her knowledge.
In this paper, we proposed a Bayes learning framework to
model this system identification process. In our framework,
the subject’s knowledge about ✓⇤ is a random variable ✓
with probability density function p(✓). At the beginning of
the learning task, p(✓) is fairly flat because the subject is
quite uncertain about the system and as the training takes
place, the distribution sharps around ✓⇤.

For simplicity, p(✓) is assumed as Gaussian distribution.
At the very beginning, the subject’s initial knowledge, which
is the prior probability before any observations, is

p0(✓) � p(✓) = N (µ0,�
2
0) (5)

where � means the left side is defined by the right side. µ0

is an arbitrary guess and �2
0 is fairly large.

A. Bayes Learning

The subject’s knowledge about ✓⇤ at the beginning of the
t-th step, denoted as pt�1(✓), is the posterior probability after
observing the input-output sequence in the first (t�1) steps,

pt�1(✓) � p
�
✓|{�j ,  ̃j}t�1

j=1

�
. (6)

The subject’s current guess about ✓⇤, ✓t�1, is sampled from
pt�1(✓), i.e., ✓t�1 ⇠ pt�1(✓) ✓t ⇠ pt(✓). At the end of
the t-th step, with the subject’s preserved data, {�t,  ̃t}, the
subject acquires some new information about ✓⇤. Using this
information the subject can update pt�1(✓) by Bayes rule,

pt(✓) / pt�1(✓)p
�
�t,  ̃t|✓

�
(7)

To obtain the likelihood p
�
 ̃t|�t, ✓

�
, we notice

 ̃t =  t + " t = �t + ✓ + " t (8)

The last equation is because the subject observed the input �t

and the output  t during the t-th step, therefore, the subject’s
conjecture about ✓⇤, ✓, satisfying  t = �t+✓. Then, we have
the likelihood as

p
�
 ̃t|�t, ✓

�
= N

�
�t + ✓, �2

 t

�
(9)

B. Noise Term " t

To get " t , in this paper we treat the subject as a commu-
nication channel with a limited bandwidth. Form Shannon-
Hartley theorem we know that the channel capacity Cmax,
or, in our case, the upper bound on the information rate the
subject can acquire each step, is

Cmax � Ct = B log (1 + St/Nt) (10)

where Ct is the information rate at the t-th step, B is a
constant related to the bandwidth of the channel, St and Nt

are the powers of the signal and the noise at the t-th step.
To get St, we notice when the subject inputs �t, her

expected cursor’s movement is  ⇤
t . Thus, the difference

between the subject’s expected output and the true output
can be considered as the signal power, i.e.,

St = ( t �  ⇤
t )2 = �2

t (✓
⇤ � ✓t�1)

2 (11)

The power of Gaussian noise is the variance

Nt = �2
 t

(12)

Thus, we get the information rate at the t-th step is

Ct = B log
�
1 + ( t �  ⇤

t )2/�2
 t

�
(13)

To make Ct � Cmax, we have the constraint on the noise’s
variance as

�2
 t

� ↵( t �  ⇤
t )2 = ↵(✓⇤ � ✓t�1)

2�2
t (14)

where ↵ = exp (Cmax/B) � 1 is a constant determined by
the subject’s capability. Large ↵ indicates the high capability
of acquiring new information and vice versa. We can see the
variance of noise of the subject’s preservation is proportional
to the subject’s performance. Notice

( t �  ⇤
t )2 = (✓⇤ � ✓t�1)

2�2
t (15)

Thus the performance is determined by the task’s difficulty
�t, this result reveals that when �t increases, the information
the task provides increases. However, since the channel
capacity of the subject is bounded, the subject’s preservation
will be noisy. This conclusion is similar to the statement
in [1], [2], which argue that there is a maximum volume
of new information the subject can acquire each step. If the
information provided by the task exceeds this threshold, more
information will harm the subject’s preservation.

We can derive " t
from another view of point where

we take the subject’s motivation into consideration. We
argue that: 1) the subject’s motivation affects the subject’s
preservation, 2) the subject’s motivation is determined by the
subject’s current performance. Thus, we can also have �2

 t

proportional to the subject’s performance ( t �  ⇤
t )2.

Fig. 1. One Step Updating.

cursor will always move in the ideal direction. Therefore, �t

reflects the difficulty of the task and our purpose is to adjust
�t adaptively to facilitate the subject’s learning.1 After the t-
th step, the cursor moves to a new position st+1 determined
by st and  t.

The system’s input-output pair {'t, t} provides some
new information about the system and the subject updates
the knowledge based on the perception about the input-output
pair, denoted as {'t,  ̃t}. Here we argue that the subject’s
perception about the cursor’s movement direction,  ̃t, is a
noisy version of  t, i.e.,

 ̃t =  t + " t
(4)

where " t
is zero-mean Gaussian noise with variance �2

 t
.

We will discuss this noise term in details in Section ??.

III. THE MODEL

As we have discussed in the previous section, the learning
process in our task is in fact a system identification process
and in this paper, we proposed a Bayes learning framework
to model this process. In our framework, the subject’s
knowledge about ✓⇤ is a random variable ✓ with probability
density function p(✓). At the beginning of the learning task,
p(✓) is fairly flat because the subject is quite uncertain about
the system and as the training takes place, the distribution
sharps around ✓⇤.

For simplicity, the subject’s initial knowledge p0(✓), which
is the prior probability before any observations, is assumed
as Gaussian distribution, i.e., p0(✓) = N (µ0,�

2
0), where µ0

is an arbitrary guess and �2
0 is fairly large.

A. Bayes Learning

The subject’s knowledge about ✓⇤ at the beginning of the
t-th step, denoted as pt�1(✓), is the posterior probability after
observing the input-output sequence in the first (t�1) steps,

pt�1(✓) = p
�
✓|{'j ,  ̃j}t�1

j=1

�
. (5)

The subject’s guess about ✓⇤, ✓t�1, is sampled from pt�1(✓),
i.e., ✓t�1 ⇠ pt�1(✓). At the end of the t-th step, the subject

1Actually �t is the percentage of task difficulty, not the absolute amount.
The absolute task difficulty is determined by the experimental design.

acquires some new information about ✓⇤ from the perceived
data {'t,  ̃t}, and updates pt�1(✓) by Bayes rule,

pt(✓) / pt�1(✓)p
�
't,  ̃t|✓

�
(6)

To get the likelihood, we notice at the t-th step, the
system’s input is 't and the output is  t and ✓ is the subject’s
conjecture about the system’s parameter. Thus,

 t = 't + ✓ (7)

and
 ̃t =  t + " t

= 't + ✓ + " t
(8)

Since p
�
 ̃t,'t|✓

�
= p

�
 ̃t|'t, ✓

�
p
�
't|✓

�
and 't is indepen-

dent of ✓, we have the likelihood as

p
�
 ̃t,'t|✓

�
/ N

�
't + ✓, �2

 t

�
(9)

B. Noise Term " t

To get " t , in this paper we treat the subject as a commu-
nication channel with a limited bandwidth. Form Shannon-
Hartley theorem we know that the channel capacity Cmax,
or, in our case, the upper bound on the information rate the
subject can acquire each step, is

Cmax � Ct = B log (1 + St/Nt) (10)

where Ct is the information rate at the t-th step, B is a
constant related to the bandwidth of the channel, St and Nt

are the powers of the signal and the noise at the t-th step.
To get St, we notice when the system’s input is 't, the

subject’s expected cursor’s movement direction is  ⇤
t . Thus,

the difference between the subject’s expected output and the
actual output, i.e., the error, can be considered as the signal
power, i.e.,

St = ( t �  ⇤
t )2 (11)

The noise power comes from the noise term " t
. Since it is

Gaussian noise, the noise power equals to its variance

Nt = �2
 t

(12)

Thus, we get the information rate at the t-th step as

Ct = B log
�
1 + ( t �  ⇤

t )2/�2
 t

�
(13)

In this paper, we assume the information rate can reach its
upper bound, i.e., Ct = Cmax, then, we have the expression
of the noise’s variance as

�2
 t

= ↵( t �  ⇤
t )2 (14)

where ↵ = exp (Cmax/B) � 1 is a constant determined by
the subject’s capability. Large ↵ indicates the high capability
of acquiring new information and vice versa. From Eq. ??,
we can see the variance of the subject’s perception is
proportional to the error. What’s more, notice the error can
be expressed as

( t �  ⇤
t )2 = (✓⇤ � ✓t�1)

2�2
t (15)

Thus after the subject’s guess ✓t�1 is generated, the error
is solely determined by the task’s difficulty �t. This result
reveals that when SMC is minimal (�t = 1), the subject

Fig. 1. One Step Updating.

cursor will always move in the ideal direction. Therefore, λt
reflects the difficulty of the task and our purpose is to adjust
λt adaptively to facilitate the subject’s learning.1 After the t-
th step, the cursor moves to a new position st+1 determined
by st and ψt.

The system’s input-output pair {ϕt, ψt} provides some
new information about the system and the subject updates
the knowledge based on the perception about the input-output
pair, denoted as {ϕt, ψ̃t}. Here we argue that the subject’s
perception about the cursor’s movement direction, ψ̃t, is a
noisy version of ψt, i.e.,

ψ̃t = ψt + εψt (4)

where εψt is zero-mean Gaussian noise with variance σ2
ψt

.
We will discuss this noise term in details in Section III-B.

III. THE MODEL

As we have discussed in the previous section, the learning
process in our task is in fact a system identification process
and in this paper, we proposed a Bayes learning framework
to model this process. In our framework, the subject’s
knowledge about θ∗ is a random variable θ with probability
density function p(θ). At the beginning of the learning task,
p(θ) is fairly flat because the subject is quite uncertain about
the system and as the training takes place, the distribution
sharps around θ∗.

For simplicity, the subject’s initial knowledge p0(θ), which
is the prior probability before any observations, is assumed
as Gaussian distribution, i.e., p0(θ) = N (µ0, σ

2
0), where µ0

is an arbitrary guess and σ2
0 is fairly large.

A. Bayes Learning

The subject’s knowledge about θ∗ at the beginning of the
t-th step, denoted as pt−1(θ), is the posterior probability after
observing the input-output sequence in the first (t−1) steps,

pt−1(θ) = p
(
θ|{ϕj , ψ̃j}t−1j=1

)
. (5)

The subject’s guess about θ∗, θt−1, is sampled from pt−1(θ),
i.e., θt−1 ∼ pt−1(θ). At the end of the t-th step, the subject

1Actually λt is the percentage of task difficulty, not the absolute amount.
The absolute task difficulty is determined by the experimental design.

acquires some new information about θ∗ from the perceived
data {ϕt, ψ̃t}, and updates pt−1(θ) by Bayes rule,

pt(θ) ∝ pt−1(θ)p
(
ϕt, ψ̃t|θ

)
(6)

To get the likelihood, we notice at the t-th step, the
system’s input is ϕt and the output is ψt and θ is the subject’s
conjecture about the system’s parameter. Thus,

ψt = ϕt + θ (7)

and
ψ̃t = ψt + εψt = ϕt + θ + εψt (8)

Since p
(
ψ̃t, ϕt|θ

)
= p

(
ψ̃t|ϕt, θ

)
p
(
ϕt|θ

)
and ϕt is indepen-

dent of θ, we have the likelihood as

p
(
ψ̃t, ϕt|θ

)
∝ N

(
ϕt + θ, σ2

ψt

)
(9)

B. Noise Term εψt

To get εψt , in this paper we treat the subject as a commu-
nication channel with a limited bandwidth. Form Shannon-
Hartley theorem we know that the channel capacity Cmax,
or, in our case, the upper bound on the information rate the
subject can acquire each step, is

Cmax ≥ Ct = B log (1 + St/Nt) (10)

where Ct is the information rate at the t-th step, B is a
constant related to the bandwidth of the channel, St and Nt
are the powers of the signal and the noise at the t-th step.

To get St, we notice when the system’s input is ϕt, the
subject’s expected cursor’s movement direction is ψ∗t . Thus,
the difference between the subject’s expected output and the
actual output, i.e., the error, can be considered as the signal
power, i.e.,

St = (ψt − ψ∗t )2 (11)

The noise power comes from the noise term εψt . Since it is
Gaussian noise, the noise power equals to its variance

Nt = σ2
ψt (12)

Thus, we get the information rate at the t-th step as

Ct = B log
(
1 + (ψt − ψ∗t )2/σ2

ψt

)
(13)

In this paper, we assume the information rate can reach its
upper bound, i.e., Ct = Cmax, then, we have the expression
of the noise’s variance as

σ2
ψt = α(ψt − ψ∗t )2 (14)

where α = exp (Cmax/B) − 1 is a constant determined by
the subject’s capability. Large α indicates the high capability
of acquiring new information and vice versa. From Eq. 14,
we can see the variance of the subject’s perception is
proportional to the error. What’s more, notice the error can
be expressed as

(ψt − ψ∗t )2 = (θ∗ − θt−1)2λ2t (15)

Thus after the subject’s guess θt−1 is generated, the error
is solely determined by the task’s difficulty λt. This result
reveals that when SMC is minimal (λt = 1), the subject
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receives veridical feedback about its movement, with the
error that provide the most useful information for updating its
internal conception of the motor transform. However, large
error also leads to increased perceptual noise, εψt , limiting
the subject’s ability to utilize the feedback. This conclusion
is similar to the statement in [2], where authors argued
that there is a maximum volume of new information the
subject can acquire each step. If the information provided
by the task exceeds this threshold, more information will
harm the subject’s perception. [1] also demonstrates the
dependence of the degree of specificity on the task difficulty.
This tension suggests that optimal learning may be driven by
intermediate levels of assistance that decrease as the subject
gains proficiency at the task. Finding the proper schedule of
λt to optimize the rate of learning is the goal of this work.

C. Posterior Probability Updating

With the expression of likelihood, we can update the
posterior probability, which is the subject’s knowledge about
θ∗ after the t-th step. Since p0 is Gaussian and the likelihood
at each step is also Gaussian, from induction we know pt(θ)
is Gaussian. Assuming pt−1(θ) = N

(
µt−1, σ2

t−1
)
, we have

the updated posterior as pt(θ) = N
(
µt, σ

2
t

)
, where

µt =
(
µt−1σ

−2
t−1 +

(
ψ̃t − ϕt

)
σ−2ψt

)
σ2
t (16)

σ2
t =

(
σ−2t−1 + σ−2ψt

)−1
(17)

Some Observations: From the above equations, we can see
the updated posterior mean is the linear combination of µt−1,
which comes from the previous knowledge, and (ψ̃t − ϕt),
which comes from the new precieved data. From Section II,
we can expand (ψ̃t − ϕt) into two parts as

ψ̃t − ϕt =
(
λtθ
∗ + (1− λt)θt−1

)
+ εψt (18)

The first part
(
λtθ
∗ + (1 − λt)θt−1

)
reflects how much

information about θ∗ the current step provides. When λt
is close to 1, this part is close to θ∗ which means much
information about the ground-truth parameter θ∗ is provided.
On the other side, when λt is close to 0, this part is close to
θt−1, which means the subject’s observation is quite similar
to what it has already learnt and little information about
θ∗ is provided. So, from this point of view, to make the
subject learn as much as possible, λt should be set as large
as possible.

The second part εψt is a random variable with variance
σ2
ψt

. From the discussion in Section III-B we know when λt
is large, with high probability εψt is far away from 0. So,
from this point of view, we want to keep λt small. Therefore,
we hope to find a balance between those two parts.

IV. ADAPTIVE DIFFICULTY CONTROL

In this section, we design a strategy which can automat-
ically adjust the task’s difficulty at each step so that the
subject can learn as fast as possible. Specifically, when the
system obtains the subject’s input ϕt, we hope the cursor can
move in a proper direction that helps the subject improve its
knowledge as much as possible.

To do this, we first define the risk of the subject’s current
knowledge as the mean squared error between θ and θ∗, i.e.,

R(pt) = Ept(θ;µt,σt)(θ − θ∗)2 = (µt − θ∗)2 + σ2
t (19)

where (µt − θ∗)2 is the bias, which measures the distance
between the subject’s knowledge and the ground-truth, and
σ2
t is the variance, which measures the confidence about

subject’s knowledge.
To make the risk converge to 0 as fast as possible, one

heuristic way is to minimize the expected risk of the next
step, i.e.,

λt = argminλEεψt [R(pt)] (20)

where pt is given by Eq. 16.
However, from the simulation results (Fig. 4) we find this

intuitive method doesn’t work very well. It is because at the
first few steps, the optimal λ minimizing Eq. 20 focuses
on decreasing the variance of the risk while keeping the
bias high. In this case, the subject will be quite confident
about some wrong knowledge after a few initial steps. Thus,
more steps are needed to correct it. To prevent this case,
instead of minimizing the expected risk, we try to minimize
the expected bias while keeping the variance untouched.
Replacing R(pt) in Eq. 20 by the bias term (µt − θ∗)2, we
have the new optimization problem,

λt = argminλ∈[0,1]Eεψt(λ)
[
µt(λ)− θ∗

]2
. (21)

V. SIMULATION

In our simulation, all angles are confined in (−π, π].
Thus, the distribution of the subject’s knowledge pt(θ) is the
wrapped Gaussian distribution, pt(θ) =

∑
j∈Z qt(θ + 2πj),

where qt(x) = N (µt, σ
2
t ). And the distance between two

angles θ and θ∗ is defined as minj∈Z(θ − θ∗ + 2πj)2.
At the beginning, the subject’s knowledge p0 is an uniform

distribution on (−π, π]. It is equivalent to the wrapped
Gaussian distribution with infinity variance and in the first
updating the subject will fully trust the likelihood.

The home position is (0, 0) and the target is randomly
posed on a circle with radius 50. The cursor’s step length is
1. We repeat 100 times of the learning process and each time
the system parameter θ∗ is uniformly sampled from (−π, π].
The results shown are averaged over those 100 trials.

The learning curves of risk defined in Eq. 19 correspond-
ing to different difficulty control strategies are compared.
We also compare the subject’s actual error, which is the
difference between the subject’s intended output and the
desired direction, i.e., Lt =

(
f(ϕt; θ

∗) − ψ∗t
)2

. Since the
results of Lt are similar to those of risk, we do not show the
comparison here.

A. Results

In the first simulation experiment, we fix the task difficulty
λ throughout the whole process to study the properties of
the proposed learning framework. The results are shown
in Fig. 2. Here we consider three values of α, small one
(α = e0), median one (α = e2), large one (α = e4)
and three values of λ, easy one (λ = 0.2), median one
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Fig. 2. Comparison between learning curves under fixed difficulty
scheduling.

(λ = 0.6), hard one (λ = 1). As we have seen in Sec. III-
B, when α increases, the capability of the subject acquiring
new information decreases. Thus α = e0 corresponds to the
case where the subject can acquire the most information.
In this case, simply setting λ = 1 will make the subject
learn fastest, just as shown in Fig. 2. As α increases, the
subject’s capability of acquiring new information decreases
and λ = 1 becomes too difficult for the subject. Thus, at the
beginning of the learning process, the convergence rate is
quite slow. Therefore, if the subject’s capability is not very
strong, making the task easy when the subject knows little
about the system is more helpful. This result agrees with the
intuition and the statement of [1], [2].

To demonstrate the effectiveness of our proposed difficulty
control strategy (denoted as ADP-B), we first compare it
with the strategy of fixed difficulty (denoted as FIX). The
results are shown in Fig. 3. The blue curves correspond
to the learning curves under fixed difficulty and the red
one corresponds to our adaptive strategy. The averaged λ
trajectory under our strategy is also shown in figures as the
red dash curves. From the results we can see that our strategy
is almost always better than any fixed difficulty scheduling.
That demonstrates the adaptive difficulty control is necessary
for fast learning and our strategy provides a good choice.

Finally, we compare ADP-B with other two control strate-
gies. The first one (denoted as AVGTRJ) is using the averaged
λ trajectory obtained from ADP-B universally. The second
one (denoted as ADP-R) is choosing λ to minimize the
subject’s expected risk at each time point as discussed in
IV. The results are shown in Fig. 4. The blue dash curve
corresponds to the averaged λ trajectory under ADP-R and
the red dash curve corresponds to the averaged λ trajectory
under ADP-B and AVGTRJ. The deficiency of AVGTRJ
compared to ADP-B demonstrates there exists no universal
difficulty scheduling that can work well on all trials and the
optimal control strategy should be adaptive on different trials.

Just as the discussion in Section IV, ADP-R performs
much worse than ADP-B from the results. We find that
ADP-R initially decreases quickly, but converges relatively
slowly. From Section IV we know this is because ADP-R
focuses on reducing the variance of the first several steps.
ADP-B, as a greedy heuristic to avoid this problem, results
in fairly fast reductions in overall risk, while still allowing
rapid convergence of risk to optimal levels.

VI. CONCLUSIONS

The Bayesian learning framework developed here has two
novel features that capture the specifics of learning in a
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Fig. 3. Comparison between learning curves under adaptive difficulty
scheduling and fixed difficulty scheduling. λ trajectories are shown as dash
curves.
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Fig. 4. Comparison between learning curves under adaptive difficulty
scheduling and universal difficulty scheduling. λ trajectories are shown as
dash curves.

BCI context. First, we explicitly incorporate the shared-mode
control process used by Schwartz and colleagues to assist in
subject training [6], [7]. Second, we treat the subject as a
band-limited communication process. The resulting training
schedule adjusts task difficulty to improve the subject’s learn-
ing rate. Our simulation results demonstrate the effectiveness
of the adaptive training strategy.

We developed our framework by analogy of the subject as
a limited-bandwidth communication channel, which links the
perceptual noise in the system to the overall success rate: the
greater the error in the subject’s output, the larger the noise
in the observed movement. An identical framework results
if one instead assumes that the subject’s motivation depends
on overall success rate. Because motivation affects atten-
tion, and attention impacts perceptual noise [4], increased
computer assistance leads to decreased perceptual noise.
From this perspective our simulations show that learning
rate improves when task difficulty is manipulated adaptively
while explicitly accounting for subject motivation. These
promising results suggest that Bayesian learning can offer
useful insights and methods for teaching subjects to use a
brain-computer interface device.
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