
  

  

Abstract— Diabetes is the seventh leading cause of death in 

the United States. In 2010, about 1.9 million new cases of 

diabetes were diagnosed in people aged 20 years or older. 

Remote health monitoring systems can help diabetics and their 

healthcare professionals monitor health-related measurements 

by providing real-time feedback. However, data-driven methods 

to dynamically prioritize and generate tasks are not well 

investigated in the remote health monitoring. This paper 

presents a task optimization technique used in WANDA 

(Weight and Activity with Blood Pressure and Other Vital 

Signs); a wireless health project that leverages sensor 

technology and wireless communication to monitor the health 

status of patients with diabetes. WANDA applies data analytics 

in real-time to improving the quality of care. The developed 

algorithm minimizes the number of daily tasks required by 

diabetic patients using association rules that satisfies a 

minimum support threshold. Each of these tasks maximizes 

information gain, thereby improving the overall level of care. 

Experimental results show that the developed algorithm can 

reduce the number of tasks up to 28.6% with minimum support 

0.95, minimum confidence 0.97 and high efficiency. 

 

I. INTRODUCTION 

Diabetes is a chronic disease caused by a shortage of 
insulin or an inability to properly use insulin in the body.  In 
the United States, 25.8 million people have diabetes with $174 
billion spent annually on the disease [1]. One in three 
Americans is expected to have diabetes in their lifetime, losing 
10-15 years from their lifespan. Diabetes can cause 
complications including blindness, hypoglycemia, renal 
failures, cardiovascular disease, etc. [2].  Recent studies show 
that lifestyle changes with careful symptom and health-related 
monitoring can help to delay or prevent diabetes. Studies have 
shown that regulating and monitoring various comorbid 
conditions including blood glucose, symptom, blood pressure, 
weight, activities, etc. can have a significant positive impact 
[3][4][5][6].  Remote health monitoring systems can help 
diabetics and their healthcare professionals monitor 
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health-related measurements and provide real-time feedback. 
IDEATel is one of the most successful remote health 
monitoring studies demonstrated between 2000 and 2008 [7]. 
Diabetic patients participated in taking and uploading blood 
pressure and blood glucose values, videoconferencing, 
electronic messaging, and accessing study web pages. The 
clinical trial included 1665 diabetics and showed improved 
HbA1c, LDL-cholesterol and blood pressure levels over 5 
years compared to control. 

In the remote health monitoring domain, patients are 
required to perform daily tasks provided by their health care 
professionals. However, the amount of tasks that can be asked 
of a patient is limited. Patients in Chaudhry's work answered 
16 questions and entered their weight using telephone keypads 
[8].  This study had a high missing data rate due to system 
non-use. Similar missing data problems were shown in [9]. 
This study required patients to measure weight, blood 
pressure, and 12 symptom questionnaires on a daily basis. 
System non-use, such as those in [8] [9] can severely degrade 
the effectiveness of remote monitoring systems.  Results in 
[10][11] suggest that a system’s ease of use and perceived 
usefulness is strongly correltated with a patient’s behavioral 
intention. 

Task analysis is a process of analyzing how a task is 
completed including its sequence, frequency, environmental 
factors, types, etc. In remote health monitoring, task analysis 
can help schedule sequence of tasks, avoid unnecessary tasks, 
increase usability and effectiveness of the system, and even 
predict future emergency events. Most remote health 
monitoring systems use medical domain experts' knowledge to 
determine and assign priorities and sequences of tasks. Tang 
applied a heuristic evaluation method using expert knowledge 
to identify usability problems in the early stage of software 
development [12]. Dabbs utilized expert knowledge and 
survey feedback from patients for designing a health 
monitoring system [13]. However, most remote health 
monitoring systems do not apply data-driven dynamic design 
process for assigning tasks. Therefore, tasks asked of a patient 
often yield minimal or redundant information gain. 

This paper combines domain expert's knowledge and data 
mining techniques to a mobilehealth monitoring system. This 
technique was verified on WANDA (Weight and Activity 
with Blood Pressure and Other Vital Signs), a remote 
monitoring system leveraging wireless sensor and 
communication technologies to monitor the health status of 
patients with diabetes [9].  The WANDA diabetes study was 
designed in collaboration between the UCLA Computer 
Science Department and the Ronald Regan UCLA Medical 
Center. In this analysis, we applied association rule mining 
techniques to 14 of the subjects with type 2 diabetes enrolled 
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in the intervention arm for this study. The experimental results 
show that the developed algorithm can reduce the number of 
tasks up to 28.6 % with minimum support 0.95 and confidence 
0.97.  

 

II. SYSTEM DESIGN 

A. System Architecture 

WANDA is built using a three-tier architecture [9]. The 

first tier comprises of sensors that measure patients’ 

health-related measurements and transmits data to the second 

tier.  The second tier consists of web servers that receive data 

from the first tier, archive and maintain data integrity; provide 

patient monitoring applications; and plan assignment tasks. 

Additionally, data in the back-end databases is used for 

system backup and recovery, data analysis, missing data 

prediction [14] , signal search, user task optimization and 

early adaptive alarms. 

 WANDA’s association rule learning is performed by the 
third tier. This tier finds data-driven rules and delivers 
optimized task sets to the user (Figure 1). Tasks are initially 
defined by domain experts and are accomplished by the 
patients. Tasks consist of data measurements (such as 
measuring a patient’s blood glucose) and questionnaires. The 
algorithm derives rules from data obtained from patient’s 
task outputs. Using its derived association rules, the 
algorithm defines priorities and optimal sequences of tasks 
and minimizes the number of tasks. If necessary, the system 
can replace predictable tasks (tasks with minimal information 
gain) with more informative tasks (higher information gain). 
The developed algorithm sends a formulated task list to the 
second tier and the second tier delivers the task to the 
respective user. The user's sensor readings are delivered to 
the third tier as an input to predict unmeasured output using 
generated implications. Therefore, the final output of the 
system will request a minimal number of tasks while 
maximizing information gain. If system non-use or data 
delivery failure happens, WANDA performs missing data 
imputation algorithms [15] for predicting binomial and 

non-binomial readings and improving the quality of care in 
remote patient monitoring.  
 

B. Data Association Rule Learning Algorithms 

The back-end database system performs data association 
rule analysis and missing data imputation [14]. Association 
rule analysis is a method to find interesting relations among 
attributes in large data sets. Rules are derived using previously 
collected data to help predict the current status of a patient.  
Association rule mining and its feedback are used for reducing 
the number of tasks required by patients while increasing 
information gain. Association rule analysis is unlike missing 
data imputation in that missing data imputation predicts 
missing values using observed data from the same, previous, 
or future days. In addition, data predicted by missing data 
imputation does not affect user task sets.  In this paper, we will 
focus on data association rule learning. 

Let I = {i1, i2,…im} be a superset of all possible task 
outputs. Let D be a set of events such that D ⊂ I. An 
association rule is an implication of A ⇒ B where A ⊂ I, B ⊂ I 
and A ∩ B = ∅. Confidence c means that c% of events in D 
contain A and B. Support s indicates s% of events in D contain 
A or B. The developed algorithm requires generating 
association rules that have support and confidence greater than 
the user-defined thresholds, minimum support (smin) and 
confidence (Cmin) . 

In the data preprocessing step, the developed algorithm 
performs data cleaning and discretization for removing 
erroneous data and discretizing timestamp and indexing data. 
The algorithm discretizes timestamp data as morning, 
afternoon, and evening. The system also indexes blood 
glucose and questionnaire response data as multiple 
measurements, system non-use, and data out of acceptance 
range. Additionally, information on whether a caregiver 
contacted the patient for each data is used.  

After preprocessing data, the developed algorithm applies 
the Apriori algorithm [15] to derive rule sets (Figure 2). The 
Apriori algorithm is efficient for finding all frequent itemsets. 
The discretized and categorized data are used in the algorithm 
as inputs. Current rules are derived by looking back a variable 
number of days (sliding time window).  The time window is 
increased by one day for every iteration. The algorithm 
calculates the support and confidence of each implication and 
chooses implications qualifying threshold limits. In each 

 
Figure 1 WANDA Dynamic Task Manager Architecture 

 

Result := ø;  
k := 1;  

while Ck ≠ ø do 

create a counter for each itemset in Ck;  
foreach events in database D do  

Increase the counter of itemsets in Ck which appears in the 
events;  

Lk := All candidates in Ck with support Smin  

Resuit := Result U Lk;  
Ck+ 1 :=  k+l -itemsets which have all subsets of Lk.  
k:=k+l;  

end  
 

Figure 2 Apriori algorithm [15] 
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subsequent pass, the large item sets found in the previous step 
are used to generate the candidate sets (the largest item sets). 
The results of each step are large item sets qualifying 
minimum support and confidence in the given time window. 

When Apriori returns implication rules, A ⇒ B, the 
algorithm calculates their contrapositive rules, ¬B ⇒ ¬A. If 
the timestamp of the consequent in either implication (original 
rule or contrapositive rule) is larger than the timestamp of the 
antecedent and the implication is not a subset of any existing 
rules, the generated rule is added to the rule set. The process 
stops when there is no new rule and the algorithm returns the 
final rule set (Figure 3).  

 The generated rules in Result are prioritized based on the 
confidence values and applied to the remote health monitoring 
system. Using the implication rules, the system can reduce 
user tasks by monitoring necessary tasks and predicting other 
outputs.  Since the Apriori algorithm has excellent scale-up 
properties, the developed algorithm can be applied to the 
system for dynamically arranging daily patient tasks 
depending on the size of dataset [15]. 

 

III. RESULT 

A. Subjects and Datasets 

This study was approved by the UCLA Institutional 

Review Board (IRB) and patients were randomized to either 

intervention or control starting June 1st, 2011. Participants 

eligible for recruitment were adults with Type 2 Diabetes, 

HbA1c>7.5 who were recently hospitalized. Patients with 

active malignancy or those unable to provide informed 

consent were excluded. 

 In this analysis, we used data from 14 study participants 

assigned to the intervention arm (TABLE 1) and the average 

participation duration is 59.67 days. Patients in the 

intervention arm are required to measure their blood sugar up 

to three times a day (morning, afternoon and evening) and 

answer four questions per day (see TABLE 2). The defined 

acceptable ranges for blood glucose are between 80 and 200 

mg/dL. Acceptable ranges of questionnaire values are 

denoted in TABLE 2. The timestamp are discretized as morning, 

afternoon and evening. Collected data are discretized as 

missing data, multiple measurements and out of normal 

ranges. Existence of call logs between a patient and 

caregivers are labeled. The total number of instances used in 

this study is 1688 and each data has 26 attributes.  

 

B. Results of Data Association Rule Learning 

The proposed algorithm had optimal results with a look 
back window of 2 days.  Figure 4 shows the minimum 
confidence with varying window sizes. The minimum 
confidence peaks at 0.98 at two and three days.  Figure 5 shows 
the number of new rules added or updated with increasing 
window size.  A total of 12 rules were added with a window 
size of one day and a total of 2 rules were updated with a 
window size of 2 days.  No rules were added or updated with 
a look back window of more than 2 days. 

The total number of patient tasks was reduced by an 
average of 28.6% with negligible information loss. The 
reduction in patient tasks allows the system to generate 
additional tasks for patients to increase information gain.  For 
example, as shown in Figure 6, it was found that outputs of Q3 
and Q4 are highly correlated. Therefore, the system only 
needs to ask Q4 (since predicting Q3 with Q4 has a higher 
confidence than predicting Q4 with Q3).  This allows the 
system to generate a new unrelated question to replace Q3 to 
learn additional information about this patient (with no added 
work by the patient).  

Compared with algorithm in [16], the developed algorithm 
show higher confidence level and higher efficiency. 
However, since Flach's algorithm finds new rules that 
WANDA doesn't generate, they can be used for generating 

 
Figure 4 Minimum Confidence of the total rule set with varying 

window sizes 
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TABLE 1 PATIENT POPULATION INFORMATION 

Group Total Male Female Avg. Age 

Intervention 14 11 3 51.07 

Control 14 10 4 66.28 

 

TABLE 2 WANDA DIABETES TESTBED QUESTIONNAIRES AND 

ACCEPTABLE RANGES 

Questionnaire Items Values 

Q1 
Have you had any blood sugar readings < 80  
or > 200? No 

Q2 Have you missed doses of your medication? No 

Q3 Today, is your health, good, fair or poor? Good, Fair 

Q4 
Compared to yesterday, are you feeling 
better, about same, or worse? 

Better,  
About same 

 

Rule:= ø; 
w := 1; 

while Aw*≠ ø do 

 Aw :=  Result from Apriori ; 
 Aw’ := Contrapositive of Aw; 

Aw* := Subsets of Aw U Aw’ which antecedents’ maximum 
timestamp is smaller than consequents’ minimum 
timestamp and not in Rule with smaller confidence; 

 Rule := Rule U Aw*; 
 w := w+1; 

end 

Figure 3 Association rule learning algorithm in WANDA 
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helpful tips or reminders. 
 

IV. CONCLUSION 

In the United States, 11.8% of all men and 10.8% of all 

women aged 20 years or older have diabetes and diabetes 

contributed 231,404 deaths.  Remote health monitoring helps 

patients and caregivers monitor health-related readings and 

provide feedbacks in real time. However, data-driven 

methods to minimize or prioritize user tasks are not 

investigated. 

The WANDA system was developed in conjunction with 

the University of California Los Angeles Computer Science 

and the Ronald Regan UCLA Medical Center. WANDA 

monitors patients readings and analyze outputs of sensor 

readings for improving the quality of care using remote health 

monitoring.   

In this study, we focused on increasing ease of use for 

system users for improving system adherence. The developed 

system applies Apriori-based association rule learning 

algorithms and finds association rules using collected sensor 

readings with different sizes of sliding windows. The 

algorithm minimizes the number of action items and 

reorganizes series of tasks for maximizing information gain. 
The first pilot study has approved by the UCLA 

Institutional Review Board (IRB) which began enrolling 
patients in June of 2011. In this work, we applied the 
developed algorithms to 1688 data points from 14 patients 
with diabetes enrolled in the intervention arm. Patients are 
required to measure their blood sugar up to three times a day 
and answer four questionnaires daily. The experimental results 
show that  the developed algorithm can reduce the number of 
tasks up to 28.6% with minimum support 0.95, minimum 
confidence 0.97 and maximum time window size = 2 days. 
Since the Apriori algorithm has excellent scale-up properties 
[15], the developed algorithm can be applied to the remote 
patient with low complexity. 
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Figure 5 Number of rules added or updated per iteration 
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Figure 6 Results from the collected data set 
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