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Generalized Precursor Pattern Discovery for Biomedical Signals
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Abstract— With the advent of low-cost, high-fidelity, and long
lasting sensors in recent years, it has become possible to acquire
biomedical signals cheaply and remotely over a prolonged pe-
riod of time. Oftentimes different types of sensors are deployed
in the hope of capturing precursor patterns that are highly
correlated to a particular clinical episode, such as seizure,
congestive heart failure etc. While there have been several
studies that successfully identify patterns as reliable precursors
for specific medical conditions, most of them require domain-
specific knowledge and expertise. The developed algorithms are
also unlikely to be applicable to other medical conditions.

In this paper we present a generalized algorithm that
discovers potential precursor patterns without prior knowledge
or domain expertise. The algorithm makes use of wavelet
transform and information theory to extract generic features,
and it is also classifier agnostic. Based on experiment results
using three distinct datasets collected from real-world patients,
our algorithm has attained performance comparable to those
obtained from previous studies that rely heavily on domain-
expert knowledge. Furthermore, the algorithm also discovers
non-trivial knowledge in the process.

I. INTRODUCTION

Recent advancements in sensor and wireless communi-
cation technologies have opened up many opportunities to
acquire biomedical signals at a very low cost. Many sensors,
such as the ones described in [1], are compact enough to be
worn by the subjects, and can continuously gather data for
a prolonged period. These technologies have quickly found
their natural applications in health care in the form of eHealth
and telemedical systems.

Most of the early eHealth systems focus on remote
monitoring and abnormality detection. For example, [2]
presents a system that monitors patients with Type I diabetes
using a glucometer connected to a mobile phone. A more
sophisticated system is presented in [3] where health care
professionals are alerted when the reading from one of
the many biosensors falls outside the normal range. An
extensive list of other similar systems can be found in [4].
While providing a low-cost and convenient way for health
care personnel to monitor the well being of patients, the
majority of these systems are essentially infrastructures for
data collection and storage.

One of the main goals of the next generation eHealth
system is to mine and analyze the sensor data for the so-
called precursor patterns. These patterns are highly correlated
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to an ensuing medical condition or clinical episode that they
served as good prognoses. Thus far there have been several
studies dedicated to identifying precursor patterns with a
varying degree of success. For example, in [5], an automatic
prognosis system is presented to predict the mortality of ICU
patients based on heart rate variability and vital signs using
support vector machine (SVM). An accuracy between 60%
and 80% is reported depending on the parameters used. On
the other hand, Yien et. al discover that the low-frequency
components of spectrum of arterial pressure and heart rate are
highly correlated to the survival of ICU patients and hence
can be used as a reliable predictor of the outcome [6].

Another area where extensive research has been carried
out on searching precursor patterns is epileptic seizure pre-
diction. Different features of electroencephalography (EEG)
signals, including Lyapunov exponents [7], correlation di-
mension [8], and accumulated energy [9], have been utilized
to construct predictive models (see [10] for a comprehensive
list). Other precursor pattern discovery algorithms have been
developed for various clinical episodes such as sleep apnea
[11], arrhythmia [12], and acute hypotension [13].

However, one common problem with these studies is the
requirement of domain-specific knowledge to develop their
discovery algorithms. Also most of the algorithms require
prior knowledge of the duration of the precursor patterns, as
well as the time the patterns are likely to occur relative to the
clinical episode. Consequently, it is often impossible to apply
these algorithms to a different medical condition without
significant modification or degradation in performance.

In this paper we present a new generalized precursor
pattern discovery algorithm that works with a wide range of
biomedical signals and applications. The algorithm does not
require domain-specific knowledge, hence it is also possible
to discover patterns unknown to experts.

II. PRECURSOR PATTERN DISCOVERY

The precursor pattern discovery process consists of four
stages: a) Signal Preprocessing, b) Feature Extraction, c)
Feature Selection, and d) Classification and Verification.
At the end of the process, a group of precursor patterns
are identified along with a statistical model that can be
further used to predict future clinical episodes. The process
is depicted in Figure 1.

A. Signal Preprocessing

The first stage of precursor pattern discovery is signal
preprocessing. The raw signals received from the sensors
often require calibration and filtering. However, this step
is often extremely difficult to be generalized due to many
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Fig. 1. The precursor pattern discovery process.

application-specific factors, such as the characteristics of the and the scaling function

sensor, the transmission noise and error rate, and sensor 1 0<t<l

manufacturing process variation. As a result, we assume that o(t) = -0
0 otherwise.

the signals have first been properly calibrated and filtered
based on the application of interest.

After the preprocessing, we need to extract the segments,
known as the positive segments, where the precursor patterns
may occur. A positive segment is a fixed portion of the
signals ¢ seconds before the clinical episode. ¢ is called the
prediction horizon and typically ranges from a few seconds to
several minutes depending on the application. We also need
to extract equal-length segments that are known to contain no
precursor patterns. This is normally achieved by using signals
from healthy subjects or from the portions of the signals that
are distant from any clinical episodes. These segments are
known as negative segments and are used in conjunction with
the positive segments in later stages.

B. Feature Extraction

After the signals have been properly calibrated and seg-
mented, we extract features from both the positive and the
negative segments. Given that we are only interested in
features that do not require domain-specific expertise, these
features must be generic and easily extractable for most
applications. Furthermore, even though the precursor pattern
should occur before the particular clinical episode, there is
no prior knowledge about its precise time and duration. This
makes it even harder to extract the correct features.

In order to overcome these difficulties, we choose to
extract features that encompass both spectral and temporal
information of the signal. The spectral information is generic
and widely applicable, whereas the temporal information
helps us identify the time and length of the precursor pattern.
An ideal candidate for capturing both kind of information
is wavelet transform, where the signal is represented using
orthonormal function basis called mother wavelet. There are
a number of different types of wavelet transforms differen-
tiated mainly on the mother wavelet used. In our system
we have chosen the Haar wavelet transform, also known
as Daubenchies-2, because of its low O(n) complexity and
because it is shown to work well with time series data [14].
Using the mother wavelet

1 0<t<0.5,
Y(t) = -1 05<t<1,
0 otherwise.

we can compute the wavelet coefficients at multiple reso-
lutions, each at half of the scale of the previous one. These
coefficients are then used as features of the signal segment.

C. Feature Selection

The number of wavelet coefficients grows as the length
of the prediction horizon lengthens. For example, a one
minute prediction horizon on a 128Hz signal generates a
total of 7680 coefficients. Building a model using every
coefficients available is not only slow, but also likely to
result in overfitting. In reality, only a small portion of the
coefficients actually correlate to the clinical episode, and
thus constitute the precursor pattern. In this stage we try to
identify the most promising wavelet coefficients by means
of feature selection.

Generally speaking, there are three types of feature se-
lection algorithms: Wrapper, Embedded and Hybrid. While
Embedded and Hybrid feature selection algorithms tend to
select stronger features, they only work with a specific model
and classification methods. This precludes them from being
used in a generalized environment. On the contrary, Wrapper
algorithms select features purely based on their natures, such
as correlation, relevance and redundancy, and are therefore
model-agonistic. In our system we use Information Gain as
basis for feature selection. The Information Gain (IG) for a
feature f; given a set of training samples Sx is

IG(Sx, fi) = H(Sx) — H(Sx|f:)
H(S) is the information entropy of S

H(S) = — ZP(Si) log p(.S;)

The conditional entropy H(Sx|f;) is therefore

Z p(z, f;)log plfi)

2E€Sx p(a:mf’t)

In other words, IG(Sx, f;) is the change in entropy if f;
is known in advance. A feature with small /G is considered
less relevant and can thus be discarded without weakening
the classification model.

H(Sx|fi) =
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D. Classification and Verification

The last stage of the discovery process involves construct-
ing a statistical model for the selected features and verify the
performance of the precursor pattern. Note that during this
stage, it is important to separate the training data from the
testing data to prevent model overfitting and overly optimistic
results. However, if the number of positive segments is
limited due to the rare nature of the clinical episode, it is
also possible to perform n-fold validation using the same
number of positive and negative segments.

Since our algorithm is designed to be classifier-agonistic,
theoretically any type of classifier can be used to validate the
results. Nevertheless, we recommend validating the results
using multiple types of classifiers that differ substantially in
terms of the underlaying statistical models. Doing so ensures
that the discovered precursor patterns is generic and robust.

Furthermore, if the results indicate that the precursor
pattern does not provide satisfactory classifying power, the
process should repeat itself with different parameters for
preprocessing, feature extraction and feature selection. For
example, one may discover that limiting the number of
features from the top 100 to top 50 helps to prevent the
classifier from overfitting its model, and thus improves the
final result.

III. EXPERIMENT RESULTS
A. Dataset and Setup

We use the following three large, real-world, and publicly
available datasets from PhysioNet [15] to evaluate our work:

1) chbmit: This dataset is collected at the Children’s
Hospital Boston. It consists of EEG recordings of
22 pediatric subjects with epileptic seizure. The EGG
signals are sampled at 256Hz with 16-bit resolution.
During the 800 hours of recordings, there are 129
instances of annotated seizure attacks.

2) apnea-ecg: This dataset comprises 70 records of a
continuous Electrocardiography (ECG) signal, sampled
at 100Hz with 16-bit resolution, and a set of apnea an-
notation derived by human experts at 1-minute interval.
The total recording lasts about 500 hours.

3) MIMIC II: The dataset is made up of 4448 records
from ICU patients. The records include ECG, blood
pressure, respiration, and vital signs. There are also
alerts annotated automatically by ICU monitor.

For each dataset, we perform the process described in
Section II to identify the precursor patterns and use seven
well-known classifiers to validate their performance. The
classifiers used are Naive Bayes, Bayes Network, Logistic
Regression, C4.5 Decision Tree, SVM, Voting Feature Inter-
val (VFI), and Artificial Neural Network (ANN).

B. Prediction Accuracy

The first metric used to evaluate the performance of our
precursor discovery algorithm is prediction accuracy. Given
the limited number of positive segments in the dataset, we
choose to conduct the experiment using 10-fold validation. A

TABLE I
PREDICTION ACCURACY

chbmit  apnea-ecg ~ MIMIC 11
Naive Bayes 77.8% 81.5% 78.7%
Bayes Network 79.8% 80.6% 79.3%
Logistic Regression ~ 76.7% 79.3% 75.4%
C4.5 81.3% 82.1% 80.9%
SVM 80.2% 84.7% 82.1%
VFI 79.4% 79.7% 78.8%
ANN 79.8% 81.5% 81.3%

10-minute prediction horizon is used throughout the experi-
ment and the same number of positive and negative segments
are used in each case to prevent screwing.

From the results listed in Table I, it is clear that the
prediction accuracy is fairly consistent for all three datasets
regardless of the type of classifier used. The highest accuracy
of 84.7% 1is achieved using SVM based on the precursor
patterns from apena-ecg, whereas Logistic Regression is only
able to predict 75.4% of the alerts in MIMIC II. Overall,
C4.5, SVM and ANN perform slightly better than other
classifiers in terms of prediction accuracy. Note that while
the results here are comparable to many of those reported
by studies listed in Section I, our algorithm does not require
any medical domain expertise to attain this level of accuracy.

C. False-Positive Rate

The second part of the experiment investigates the false-
positive rate, measured in number of false-positive per hour.
A balanced algorithm should not give up false-positive rate
in favor of unrealistically high prediction accuracy [10].
To measure false-positive rate, the precursor patterns and
models are used to classify all unseen negative segments in
the dataset. Ideally none of these segments should trigger a
positive prediction, thus resulting in O false-positive rate.

Table II shows the false-positive rate of all three datasets
using different types of classifier. chbmit and apnea-ecg
produce similar false-positive rate ranging from 0.29/hr to
0.91/hr, which is considerably higher than that of MIMIC II.
One possible explanation for the difference is misalignment.
The annotation in chbmit and apnea-ecg are both done
manually, whereas MIMIC II contains automatic annotations
generated by machines. The false-positive rate should reduce
if the annotations are properly aligned.

In terms of differences between classifiers, C4.5 once
again produces the best overall results, followed closely
by SVM and ANN. While Logistic Regression achieves
the lowest false-positive rate of 0.04/hr for MIMIC II, it
performs poorly for chbmit. The inconsistent suggests that
Logistic Regression may not be a suitable classifier for our
generalized algorithm.

D. Precursor Pattern Interpretation

One of the strengths of our generalized algorithm is the
ability to discover non-trivial patterns. For example, when
selecting the most prominent features in the chbmit dataset,
we discovered that the top-100 features consist entirely of
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TABLE I
FALSE-POSITIVE RATE

chbmit  apnea-ecg ~ MIMIC 11
Naive Bayes 0.52/hr 0.41/hr 0.17/hr
Bayes Network 0.49/hr 0.39/hr 0.11/hr
Logistic Regression ~ 0.91/hr 0.33/hr 0.04/hr
C4.5 0.33/hr 0.29/hr 0.05/hr
SVM 0.37/hr 0.27/hr 0.13/hr
VFI 0.45/hr 0.38/hr 0.20/hr
ANN 0.51/hr 0.44/hr 0.06/hr
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Fig. 2. International 10-20 EEG electrode placement map with the channels
most relevant to seizure prediction highlighted.

signals acquired from only two EEG channels, Fy — Cy and
F,1 — F3, which are highlighted in Figure 2. In other words,
these are the only two channels that are relevant when it
comes to seizure prediction.

Figure 3 demonstrates another interesting characteristic
uncovered by our algorithm. The figure shows the temporal-
spectral distribution of the top-100 most relevant features for
the MIMIC II dataset. The majority of features concentrate
at the lower left corner with frequency less than 50Hz and
within 5 minutes prior to the alerts. This suggests that a
reliable prediction can still be made even if the signals
were sampled at a lower sampling frequency with a shorter
prediction horizon.

IV. CONCLUSION

As continuous remote monitoring becomes more preva-
lent, the demand grows stronger for discovering precursor
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Fig. 3. Distribution of top 100 features for MIMIC II.

patterns in biomedical signals which predict medical con-
ditions and clinical episodes. In this paper, we present a
generalized algorithm that is able to discover such patterns
without domain-specific knowledge and expertise. The algo-
rithm is classifier agonistic and is applicable to a wide range
of medical conditions. Experiments using three real-world
datasets show that the algorithm can achieve a prediction
accuracy as high as 84.7% without producing high false-
positive rate. Furthermore, using the precursor patterns we
are able to infer non-trivial knowledge such as the most
relevant EEG channels to predict epileptic seizure and the
minimal sampling rate required for predicting ICU alerts.
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