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From here on in, this canonical approach shall be referred

to as traditional vision processing.

Traditional vision processing result no longer contains the

location of objects. It also contains phosphene noise due to

the textured table cloth. Such severe truncation of sensory

information maybe avoidable for simple high contrast scenes

(often used in SPV trials), but it is intractable in visually

cluttered real world scenes. Better vision processing, such as

the ground plane segmentation approach in [6], is needed to

improve the saliency of information presented through bionic

vision.

(a) Traditional vision processing

(b) Transformative Reality - Visual rendering of structural edges

Fig. 2: Comparison of traditional vision processing and

Transformative Reality rendering of structural edges.

II. TRANSFORMATIVE REALITY

Vision processing has been used to enhance imagery for

the vision impaired [7] and suggested as a means to improve

the quality of low resolution bionic vision [8]. Current

research into vision processing for visual protheses generally

assumes the following [2]:

1) The input sensor is a camera or a stereo camera pair.

2) Simple image processing is used to produce a low

resolution image for subsequent neuromorphic coding.

3) The visual world is represented directly to the subject.

Many of these assumptions were formed in the early

history of visual prostheses; Digital sensors were primi-

tive, sensor processing required large computers and robotic

sensing was in its infancy. Transformative Reality violates

all three assumptions in order to dramatically improve the

saliency of information provided through low resolution

bionic vision.

Transformative Reality (TR) assumes the following:

1) No restriction on the input sensors, including the use

of multiple sensors and non-visual sensors.

2) Real time robotic sensing algorithms are used to model

the world around the subject.

3) Models are visually rendered to allow symbolic repre-

sentations such as using avatars for a person’s face.

These new assumptions allows TR great freedoms in how

it senses, models and visually represents the world. Figure 2b

shows the TR rendering of structural edges for the scene in

Figure 2a. The result is achieved using a lightweight range

camera that senses the world in 3D (left image, darker pixels

are nearer). An output phosphene is lit when the range data

in the corresponding region is non-planar. Such structural

edges [9] are commonly used in robotic sensing to segment

objects in visually cluttered scenes. The TR structural edges

clearly improve upon traditional vision processing for tasks

dealing with objects.

Traditional vision processing also implicitly assumes vi-

sual scenes with high contrast to allow reliable sensing using

a camera. Apart from laboratory environments, the real world

rarely provides sufficient contrast. Figure 3 shows traditional

vision processing and the empty ground TR mode output for

a cluttered indoor scene. For indoor navigation, traditional

vision processing fails to highlight obstacles such as the legs

of the computer chair due to the lack of visual contrast.

(a) Traditional vision processing

(b) Transformative Reality - Visual rendering of empty ground

Fig. 3: Traditional vision processing compared to empty

ground TR mode for indoor navigation.

The empty ground TR mode operates by first generating

a ground plane estimate using a range image (left image

of Figure 3b) and the direction of gravity sensed using

an accelerometer. The use of an accelerometer allows the

algorithm to run in real time by restricting the search space

of potential ground planes to those with normals that point

upwards against gravity. The ground plane is estimated using

a RANSAC-based inverse depth approach [10]. Plane inliers

in the range image are shown in red on the left of Figure 3b).

Phosphenes are rendered at the corresponding locations in the

TR output. This results in a clear representation of navigable

ground as lit phosphenes and potential obstacles as dark

regions. Note that the computer chair and leather jacket

(bottom right of scene) are correctly represented as obstacles.

TR can also render entities that are visually too compli-

cated to represent directly. The people detection TR mode,

shown in Figure 4, uses a combination of colour and range
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camera data. Frontal faces are detected using the Viola-Jones

boosted classifier [11]. A person’s body is found using the

range camera by searching below detected faces (red regions

in bottom left of Figure 4). The resulting TR output combines

a low resolution face avatar with a filled region for the body

to represent a person. Again, TR provides an improvement

over traditional vision processing.

(a) Traditional vision processing

(b) Transformative Reality - Visual rendering of people

Fig. 4: TR rendering of people. An avatar represents frontal

faces and a contiguous filled region represents a human body.

III. PRELIMINARY SPV TRIALS

Section II described three TR modes: structural edges,

empty ground and people detection. These modes were fully

implemented in a prototype as described by the system

diagram in Figure 5. Robotic sensing algorithms were imple-

mented using C++ on a consumer laptop (Intel i5) running

Ubuntu. A Microsoft Kinect provides multi-modal sensing

(range camera, colour camera and accelerometer).

Fig. 5: TR system used in SPV trials.

As shown in Figure 6, the Kinect was attached to a NVIS

SX-60 head mounted display (HMD) for our Simulated

Prosthetic Vision (SPV) trials. The system operated in real

time at roughly 25Hz for all trials. Four preliminary trials

were conducted where the first author wore the HMD while

being monitored by the last author. Images taken from the

subject’s point of view are shown at the end of the paper in

Figures 7 to 10. In all trials the TR output allowed the subject

to complete the task described in the caption independently.

SPV trials were also conducted using traditional vision

processing but resulted in early termination as the subject

was unable to proceed without consistent external help

Fig. 6: Customized head mounted display used in SPV trials.

including interventions to prevent collisions with obstacles.

The subject reported that the vision processing output had

arguable value over simply using his sense of touch alone.

Feedback obtained from 10 naive subjects viewing TR and

traditional vision processing sequences from the SPV trials

on a computer monitor echo the trial results with all subjects

preferring TR over traditional processing.

IV. CONCLUSIONS AND FUTURE WORK

Additional SPV trials will be conducted in collaboration

with medical researchers at Monash University and Vision

Australia (advocacy group for vision impaired Australians) to

assess the improvements made by TR in a more quantitative

manner. Preliminary SPV trials suggest that Transformative

Reality is able to generate useful low resolution bionic vision

from real world scenes. TR can operate in less structured

scenes with low visual contrast, which poses a problem to

traditional vision processing.
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Fig. 7: Visual navigation trial: Subject told to navigate around obstacles and people. Top: Kinect colour camera. Bottom:

User’s POV within HMD (empty ground TR mode). Every 50th frame shown.

Fig. 8: Object detection and manipulation trial: Subject told to pick up a cup then navigate to a chair (both placed randomly

in test area). Top: Kinect colour camera. Bottom: User’s POV within HMD (structural edge TR mode). Every 50th frame

shown.

Fig. 9: Human interaction trial: Subject asked to count the number of people and point to the person who is waving. Top:

Kinect colour camera. Bottom: User’s POV within HMD (face and body detection). Every 15th frame shown. Note that the

TR system automatically switched modes once a frontal face is detected (green rectangle).

Fig. 10: Free form trial: Subject asked to organise a domestic environment. Top: Kinect colour camera. Bottom: User’s POV

within HMD (ground plane and structural edge modes). Full Video: http://youtu.be/iK5ddJqNuxY

307


	MAIN MENU
	Help
	Search CD/DVD
	Search Results
	Print
	Author Index
	Keyword Index
	Program in Chronological Order

