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indicate heartbeat positions in time. These are determined by 
observing density of the clustered points. 

 

Figure 1.  Steps in the optimization of the detected heartbeat positions by 

using the proposed approach illustrated on a 6 s long example of 

interferometric signal accompanied by referential ECG signal: (a) scatter 

plot of points from different independent heartbeat detection methods and 

their beat-to-beat intervals based on the analysis of interferometric signlas; 

(b) smoothed two-dimensional histogram with detected local maxima 

(white points); (c) detected heartbeats obtained as projection of local 

maxima from (b) onto the time axis. 

Histograms mean common approach while observing 
densities. In our case, we are dealing with two-dimensional 
domain (time instants on x axis versus beat-to-beat intervals 
on y axis), therefore we compute two-dimensional histogram 
H. The whole plane is divided into rectangles and the 
number of points is counted for each rectangle. The 
resolution of such a grid is regulated by two parameters, 

namely, the number of x-axis bins, 
x

N , and the number of y-

axis bins, 
y

N . Those two parameters should be selected 

prudently in order to prevent fusion of clusters belonging to 
different heartbeats if parameters are set too wide, and more 
isolated clusters for one heartbeat as a consequence of 
unsuccessful fusion if the width of bins is too narrow. 

While calculating two-dimensional histogram H, only 
rough estimation of densities is obtained. In order to simplify 
the heartbeat detection process, smoothing of H is 
performed. We experimented with smoothing approach 
based on penalized least squares, which is described in detail 
in [8] and [9]. The degree of smoothness is varied by 

parameter �O . Larger values of O  lead to smoother results 

and vice versa. Again, parameter O  has to be set optimally 

in order to prevent appearance of unwanted fusion of 

consecutive heartbeat clusters or unsuccessful fusion of 
individual heartbeat clusters. 

The smoothed two-dimensional histogram S facilitates 
the extraction of heartbeat time instants. Prominent local 
maxima in S represent fused heartbeat clusters (Fig. 1.b). 

Thus, local maxima positions 
ij

t  are calculated from S: 

 
� � � � � �0 0

ij ij

ij ij

i j

S t S t
t S t p

t t

 ½w w° °
 �  � !® ¾

w w° °¯ ¿
 (3) 

where p is a threshold which suppresses outliers in S. Finally, 

while projecting local maxima positions 
ij

t  onto the time 

axis, time instants 
i

t  of the detected heartbeats are obtained 

(Fig. 1.c). 

III. EVALUATION OF RESULTS 

Efficiency and accuracy of the proposed fusion approach 
were examined on optical signals obtained in the following 
experimental protocol. Seven healthy subjects, 5 males and 2 
females with average age of 29.85±9.11 years, average 
height of 174.71±5.85 cm, and average weight of 71.85±7.86 
kg, participated in experiments that were performed on a bed 
with inserted optical fibre. In order to acquire referential 
ECG signal, four electrodes were firmly attached WR�VXEMHFW¶V�
extremities. Lead II was taken as the referential ECG signal. 
Observed persons were asked to cycle an ergometer until 
their submaximal heart rate was achieved. After that, they 
immediately lied back down on the mattress. The acquisition 
of interferometric and referential ECG signals began 
simultaneously and was synchronized by hardware. Signals 
were sampled at sampling frequency 500 Hz. Subjects were 
asked to lie still and in the meantime, signals were acquired 
for 5 minutes. With such a protocol, we obtain gradual 
changes of heart rate, which exposes the detection methods 
to an aggravated situation. 

After signal acquisition, we ran 20 different heartbeat 
detection methods, either based on different frequency bands 
of interferometric signals, in relationship with mechanical or 
audible heart activity, or different preprocessing steps (e.g. 
envelope calculation), or different heartbeat detection 
approaches (e.g. smoothing, shape analysis, etc.). This way, 
we obtained 20 vectors with potential time instants of 

detected heartbeats ,

d

i k
t  for each subject. These entered a 

fusion process, as proposed in Section III, in order to 
determine final heartbeat locations in time. Time axis, x, was 

divided into 5000
x

N  bins for 5 minute long signal (each 

bin¶V� ZLGWK is 33.3 ms), while beat-to-beat interval axis, y, 

was divided into 100
y

N   bins covering beat-to-beat 

intervals from 400 to 800 ms (each ELQ¶V�ZLGWK�LV���PV�� 
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Figure 3.  Mean errors measured between the detected beat-to-beat 

intervals and corresponding referential RR intervals: (a) mean absolute 

error; (b) mean relative error. 

The obtained accuracy parameters disclose more 
important facts than efficiency. The delays between 
referential and detected heartbeat time instants are almost the 
same, about 100 ms. Based on experimental results, the 
stability of reference-to-detected heartbeat delay, measured 
by standard deviation, yields around 50 ms, which can be 
considered acceptable. Acceptance of the delay variance can 
further be verified when comparing detected beat-to-beat 
intervals to referential RR intervals, where overall mean 
absolute error equals 20.05±8.38 ms and overall mean 
relative error 7.47±3.19%. 

Thus, the proposed approach showed satisfactory results 
even when detecting heartbeats with highly variable heart 
rate from optical interferometric signals. However, the 
approach has some disadvantages, such as quite a high 
computational complexity which is directly related to grid 
resolution of two-dimensional histogram (values of 

parameters 
x

N  and 
y

N ). This makes proposed approach 

less convenient for real-time heartbeat detection. Another 
drawback can be recognized in the need for optimal 
parameter selection which should be problem independent. 

While selecting parameters 
x

N  and 
y

N , a tradeoff between 

coarser and denser grid is looked for in order not to make the 
resolution too low and not to increase computational 
complexity too much. Same conclusions can be made for 
other two parameters, namely smoothing parameter O  and 

threshold p.  

Finally, based on the obtained results we expect the 
proposed approach could be used not only for heartbeat 
detection from optical interferometric signal, as explained in 
this paper, but could also be used by other multimethod-
based approaches for unobtrusive heartbeat detection, i.e. by 
ballistocardiography, phonocardiography, etc. 

V.    CONCLUSION 

In this paper, a multimethod procedure for optimization of 

detected heartbeat instants was proposed. The approach 

proved efficient on the optical interferometric signals 

acquired in experimental protocol with 7 subjects, and shows 

great potential for further improvements of its accuracy and 

efficiency. 

Further research will focus on lowering standard deviation 

of reference-to-detected delays and reducing errors between 

consecutive detected heartbeats and corresponding 

referential RR intervals, hand in hand with lowering of 

computational complexity in order to make proposed 

approach suitable for real-time processing. 
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