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Abstract—Ensembles of classifiers have recently proved their
efficiency in cancer diagnosis based on microarray datasets. The
main performance indicators, namely, accuracy and diversity,
present the main focus of study when designing an ensemble.
One other important performance indicator is classification
robustness. In an attempt to improve the performance of an
ensemble, the proposed algorithm presents a variation concerning
the diversity method used. The proposed algorithm attempts to
enhance the robustness of the classification by searching for an
ensemble of diverse classifiers. Also, a comparison of the different
diversity methods is presented in order to study their impact on
the robustness of the classification. The experiments performed
show that the diversity method used in the proposed algorithm
outperforms the other diversity methods in terms of accuracy
and robustness.

Keywords-Gene Selection, Ensemble Selection, Microarray
Classification, Cancer Classification.

I. INTRODUCTION

Microarray technology gained great attention recently due to

its ability to measure expression levels for thousands of genes

simultaneously. In recent years, microarrays were employed

in cancer diagnosis by classifying microarray samples [1] and

clustering of gene expression profiles [2], [3]. The classi-

fication of microarray samples introduced many challenges

due to the special nature of microarray data. One of the

challenges it encountered is the high dimensionality problem.

A microarray dataset consists of few tens or hundreds of

samples and thousands of genes. Despite this large number

of genes, only few of them are relevant to a specific cancer

classification problem [4]. To overcome this problem many

gene selection algorithms were proposed. The main goal of

a gene selection algorithm is to enhance the classification

accuracy by selecting the most informative genes. Informative

genes are the ones whose expression values can distinguish a

specific class of tumor or tumor subtype [5]. Gene selection

algorithms can be classified into three main classes [6]; filters,

wrappers and embedded methods. Filtering methods [7] select

genes by measuring their relevance to the classification prob-

lem. Many measures were introduced like t-test [8], Pearson

Correlation [9], Shanon’s Entropy [8] and Mutual Information

[10]. Wrapper methods [11] employ the classifier in the

selection process by searching for the gene subset that gives

the best classification accuracy. Embedded methods [6] are

the methods that use the classifier itself as the feature selector

such as C4.5 and ID3 [12]. One important issue with gene

selection algorithms is the possibility of selecting redundant

genes [13]. Many gene selection algorithms were introduced to

avoid selecting redundant genes. Those methods aim at finding

the most informative genes and at the same time minimizing

the redundancy between selected genes.

Along with an efficient gene selection algorithm an accurate

and efficient classifier should be employed to achieve high

classification accuracy. Many classifiers were used to classify

microarray samples such as K Nearest Neighbor (KNN) [14],

Support Vector Machines (SVM) [15], Artificial Neural Net-

works (ANN) [16], and Decision Trees (DT) [17]. Although

most of the mentioned classifiers may provide satisfiable

accuracy, they encounter many issues such as over-fitting and

low robustness. A classifier is considered robust if its output

does not change with perturbations in the training data. The

ensemble of classifiers approach was proposed in order to

overcome the over-fitting problem and to enhance accuracy

and robustness of single classifiers.

An ensemble of classifiers works by combining the output

of its members using a voting or fusion scheme [18]. It can

outperform its individual members if they are diverse [19].

Two classifiers are considered diverse if they produce different

errors on the same set of samples [19]. Diversity of the

ensemble members can be provided on one or more of the

following three levels [18].

1) The samples level (Tr): Resampling of the training data

is performed to train ensemble members by different

subsets of the training data.

2) The features level (FS): Different feature subsets are

used to train each ensemble member.

3) The classifiers level (Cls): Different classification al-

gorithms are used for each ensemble member or the

same classification algorithm is used but with different

parameters.

The different diversity methods and their different combina-

tions are summarized in Table I with their notations used in

the remaining of the paper.

The main objective of the work presented in this paper is

to enhance the robustness and the accuracy of ensembles
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Cobmination Classifiers Level Features Level Bagging

Cls ✔ - -

FS - ✔ -

Tr - - ✔

Cls FS ✔ ✔ -

FS Tr - ✔ ✔

Cls Tr ✔ - ✔

Cls FS Tr ✔ ✔ ✔

TABLE I: The Different Diversity Methods

of classifiers. In order to enhance the robustness, the al-

gorithm increases the diversity between ensemble members

by introducing diversity at two levels; features level, and

classifiers level. To enhance the accuracy, the algorithm uses

a gene selection algorithm that considers redundancy between

selected genes. The proposed algorithm employs a genetic

algorithm (GA) to search the space of possible ensembles for

the most accurate and diverse ensemble of classifiers.

The remaining of this paper is organized as follows: a brief

survey on current gene selection and ensemble selection

algorithms is introduced in section II. In section III, the

proposed algorithm is presented. In section IV and section

V the experimental setup and the results of the performed

experiments are introduced and discussed. Finally, section VI

contains the conclusion and future work.

II. RELATED WORK

In recent years, microarray samples classification and its

challenges have acquired great attention. One of the challenges

was the gene selection problem. As mentioned in the previous

section, one problem with gene selection is the possibility of

selecting redundant genes which may cause loss of information

that affects the classification accuracy [13]. In order to solve

this problem, many algorithms have been proposed. Ding et

al. [13] have proposed the Maximum Relevance Minimum

Reduncy (MRMR) algorithm. This algorithm selects genes

iteratively. In each iteration, a gene is selected that has the

maximum relevance to the studied classes and minimum

redundancy with the genes selected in the previous iterations.

Relevance of a gene is measured using any of the measures

mentioned in section I and redundancy between genes is

measured using Pearson Correlation or Mutual Information.

Liu et al. [20] have proposed the use of Conditional Mutual

Information to measure redundancy between genes along with

Mutual Information to measure the relevance of the genes.

They also proposed Information Correlation Coefficient (ICC)

to measure the relevance of the genes [5]. And to reduce redun-

dancy between selected genes, Approximate Markov Blankets

were used. El Akadi et al. proposed IGFS [21] method to

select genes using mutual information as a relevance measure

and conditional mutual information to measure redundancy

and interaction between genes.

Equally, ensemble selection problem became very important in

the recent years. Kim and Cho [22] have proposed an ensemble

selection algorithm that uses a GA to search for an ensemble

of classifiers using a fitness function that considers accuracy

and the number of ensemble members. Diversity between

classifiers is introduced at the features and classifiers levels.

The algorithm uses many different filtering gene selection

algorithms to generate gene subsets that are used to train the

ensemble members. Chen and Zhao [23] have proposed an

ensemble selection algorithm that uses Estimation of Distri-

bution Algorithm (EDA) [24] to search for an ensemble of

classifiers with minimal error. The algorithm employs many

measures to generate gene subsets using ideal marker genes.

Those gene subsets are used to train ANN classifiers. Liu [25]

has proposed an ensemble selection algorithm that uses GA

to search for an ensemble of classifiers that has maximum

accuracy and diversity. An ensemble of filtering techniques is

used to generate a feature pool. The space of solutions consists

of feature subsets used to train the ensemble members and

weights for the ensemble members to be used for the voting

to find the final answer. The fitness function for an ensemble

is the sum of its accuracy and diversity.

The proposed algorithm tries to overcome the shortcomings of

the aforementioned algorithms. This is discussed in details in

the next section.

III. THE PROPOSED ALGORITHM

Most of the ensemble selection algorithms mentioned in the

previous section do not consider redundancy between selected

genes. Also, some of them do not consider diversity in the

fitness or objective function they use. The proposed algorithm

tries to overcome those problems by using MRMR algorithm

for gene set reduction and gene subsets generation. Then, GA

is used to search for an ensemble of KNN classifiers with

maximum diversity and accuracy. KNN classifiers are used

because of their low computational cost compared to other

classifiers such SVM and ANN.

An important key in designing an efficient and accurate

ensemble of classifiers is to increase diversity between its

members. Increasing the diversity between ensemble members

results in reducing the possibility that they produce errors

on the same samples and increasing the robustness of the

ensemble. In order to increase diversity between the ensemble

members, the proposed algorithm introduces diversity at two

levels:

1) Classifiers Level: Each ensemble consists of C KNN

classifiers with different k values.

2) Features Level: Ensemble members are trained using

disjoint gene subsets.

The problem of ensemble selection can be formalized as

follows; given a microarray dataset D consisting of N samples

and G genes, it is required to select a robust ensemble of

classifiers consisting of n or less classifiers.

The proposed algorithm (demonstrated in Figure 1) consists of

two phases; generation phase and search phase. The generation

phase consists of two steps; gene set reduction and gene

subsets generation. In the first step, reduction is carried out

using MRMR algorithm [13]. MRMR algorithm works as

follows; first, the most relevant gene is selected, and then for
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Fig. 1: Outline of The Proposed Algorithm

M iterations a gene is selected according to the objective

function in Equation 1.

m
g∈Ω

ax [ I(g, h)−
1

|S|

∑

i∈S

I(g, i) ] (1)

Where g is the selected gene, h is the classification model, Ω
is the set of the unselected genes, S is the set of previously

selected genes, and I is the mutual information measure. The

first term of the objective function measures the relevance of

a gene to the classification model. The second term measures

the redundancy between a gene and the previously selected

ones. The use of MRMR algorithm helps in increasing diversity

between ensemble members because the selected genes share

less information [9].

In the second step, n disjoint gene subsets with cardinality m

are generated from the reduced gene set. Gene subsets are also

generated using MRMR. To generate the gene subsets; first,

the most n relevant genes are selected, each one is placed in

a different gene subset. Then, for each gene subset MRMR

algorithm runs for m − 1 iterations to select the other genes

in each gene subset.

In the search phase, a genetic algorithm is used to search the

space for the most accurate and diverse classifier using the

fitness function proposed by in [17]. The fitness function is

shown in Equation 2.

Fitness(E) = [α ACC(E) + (1− α)DIV (E) ] (2)

Where ACC is the accuracy of the ensemble E and DIV is

its diversity, and α is a weighting parameter between accuracy

Fig. 2: Chromosome for Ensemble of Four Classifiers

and diversity. α’s value is set prior to the algorithm execution

and it can take a value between 0(searching for the most

diverse ensemble regardless of accuracy) and 1(searching for

the most accurate ensemble regardless of diversity).

In order to enable the GA to apply genetic operations such as

cross-over and mutation, the ensembles should be transformed

into strings. In the proposed algorithm strings of integers are

used instead of binary strings. A sample string is shown in

Figure 2. Each ensemble member is represented by two digits

in the string; the first digit specifies the index of the gene

subset that is used to train the classifier, and the second digit

specifies the number of genes to be extracted from that gene

subset. For example, if a classifier is represented by the two

digits XY then the first Y genes from gene subset X are used

to train the classifier.

The genetic algorithm works as follows; initially a population

of pop size ensembles is generated randomly, the fittest 10%

ensembles are selected. Then, cross-over is applied to the

selected ensembles to generate a new population. Cross-over

operation in the proposed algorithm does not differ from the

operation used with binary chromosomes [22]. Mutation is

applied to the new population with probability mut prob.

Mutation is applied to a string by randomly changing the value

of a randomly selected one of its digit. The previous procedure

is performed for a specific number of iterations iters. Finally

the fittest ensemble is selected as the final solution.

In order to obtain the final output of an ensemble, the

individual outputs of the ensemble members are merged using

a weighted fusion scheme. Each ensemble member is assigned

a weight based on its individual error rate. The error rates of

all the ensemble members are used to generate a weighting

vector W . In this weighting vector, higher weights are given

to the classifiers with less errors. Those weights are used to

obtain the final output of the ensemble according to Equation

3.

H =
n∑

i=1

Wi.hi (3)

Where H is the ensemble output, n is the number of ensemble

members, Wi is the weight of ensemble member i, and hi is

the output of ensemble member i.

IV. EXPERIMENTAL SETUP

The set of experiments performed compare the robustness,

accuracy and diversity of the different diversity methods. This

comparison aims at proving that the diversity method used

Cls FS in the proposed algorithm outperforms other diversity

methods in terms of accuracy and robustness.

The proposed algorithm has been tested against 6 microarray

datasets shown on Table II. Due to the fact that there are

many parameters to be studied, this study focuses mainly on
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Fig. 3: Robustness of the 6 Datasets in the different combinations of diversity methods and different values for α

Datasets # of Samples # of Genes

Breast Cancer [26] 49 6817

Colon Cancer [27] 62 2000

Leukemia [28] 72 7129

Lung Cancer [29] 181 12600

Lymphoma [30] 77 6817

Prostate Cancer [31] 102 12600

TABLE II: Datasets Used in the Experiments

the weighting parameter in the objective function α and the

combinations of diversity methods shown on Table I. The

algorithm was implemented in R statistical tool [32].

The experiments were performed using the following config-

urations.

• pop size = 500, iters = 100, mut pop = 0.05
• Accuracy measure is Leave One Out Cross Validation.

• Diversity measure is Kohavi-Wolpert Variance (KW) [33].

After obtaining the final ensemble, perturbations were intro-

duced in the datasets by removing randomly from 1 to 15%

of the samples of each dataset. This procedure was performed

100 times. The robustness of the ensemble is calculated as

the average similarity between the output of the ensemble

trained using the original data and the ensembles trained using

the perturbed data. The similarity between the output of two

ensembles is calculated using the formula in Equation 4.

Sim(h1, h2) =

N∑
i=1

(h1(i) == h2(i))

N
(4)

Where h1 and h2 are the outputs of two different ensembles

and N is the number of samples. Sim(h1, h2) ranges

from 0 (the outputs of the two ensembles are completely

different) to 1 (the outputs of the two ensembles are identical).

V. RESULTS

Figure 3, Figure 4 and Figure 5 demonstrate the robustness,

accuracy and diversity of the ensembles using the diversity

methods shown in Table I. The plots of Figure 3 demonstrate

that there were three combinations which always gave better

robustness with the six datasets using the different values of α.

The three combinations are Cls, FS, and Cls FS the diversity

method used in the proposed algorithm. Some other diversity

methods gave high robustness with a certain dataset such as

Tr with Colon Cancer dataset in Figure 3.b, also FS Tr and

Cls FS Tr with Lung Cancer dataset in Figure 3.d. Those

methods gave high robustness with only one dataset i. e. they

are data dependent, but the other three methods (Cls, FS, and

Cls FS)gave high robustness regardless of the datasets.

It can be seen in the plots of Figure 4 that four diversity

methods gave the highest accuracy with the six datasets. Those

combinations are the ones introduced diversity at the features

level; FS, Cls FS Tr, Tr FS, and Cls FS. From Figure 5,

it is noticed that the same combinations gave the highest

diversity. In Figure 5.d, ensembles tested on Lung Cancer

dataset have low diversity compared to other datasets because

individual KNN classifiers used in the ensembles provide

high accuracy on this dataset. This reduces the possibility

of ensemble members to provide errors on different samples

and reduces the ensemble’s diversity. As discussed earlier

in section III, increasing α’s value increases accuracy and

decreases diversity.

By comparing the robustness of the ensembles using the dif-

ferent diversity methods, it can be reported that introducing di-

versity on features level gives better accuracy and introducing

it with diversity on classifiers level gives higher robustness. It

can be concluded from those results that the diversity method
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Fig. 4: Accuracy of the 6 Datasets in the different combinations of diversity methods and different values for α
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Fig. 5: Diversity of the 6 Datasets in the different combinations of diversity methods and different values for α

used by the proposed algorithm Cls FS outperforms the other

diversity methods in terms of accuracy and robustness.

VI. CONCLUSION

In this paper a novel ensemble selection method for mi-

croarray samples classification has been proposed. The algo-

rithm aims at enhancing the robustness of the ensembles of

classifiers. This was achieved by increasing diversity between

ensembles members. The algorithm uses GA to search a space

of ensembles using a fitness function that introduces a trade off

between accuracy and diversity. The results showed that the

chosen diversity method Cls FS gives the highest robustness

and accuracy for all the datasets and at the same time it gives

satisfactory diversity values.

Future work includes studying the impact of changing the

other parameters of the ensemble selection algorithm on the

robustness of the ensembles such as the classifiers used and the

diversity measure, etc. Also, It includes studying the impact of

GA parameters. More testing for the algorithm with different

type of datasets will be performed in order to widen the

application domain of the proposed algorithm.
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