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Abstract—Medical images edge detection is one of the most
important pre-processing steps in medical image segmentation
and 3D reconstruction. In this paper, an edge detection algo-
rithm using an uninorm-based fuzzy morphology is proposed.
It is shown that this algorithm is robust when it is applied to
different types of noisy images. It improves the results of other
well-known algorithms including classical algorithms of edge
detection, as well as fuzzy-morphology based ones using the
Łukasiewicz t-norm and umbra approach. It detects detailed
edge features and thin edges of medical images corrupted by
impulse or gaussian noise. Moreover, some different objective
measures have been used to evaluate the filtered results obtain-
ing for our approach better values than for other approaches.

Keywords-Mathematical morphology, edge detection, noise
reduction, representable uninorms, idempotent uninorm.

I. INTRODUCTION

Edge detection is a fundamental pre-processing step in
applications such as image segmentation and computer vi-
sion, and its performance is relevant for the final results of
the image processing. Over years, many efforts have been
devoted in the literature, and also are currently devoted,
to propose approaches to extract contour features. These
different approaches vary from the classical approaches [1]
based on a set of convolution masks, to the new techniques
based on fuzzy sets [2]. Nevertheless, many of them fail or
diminish their effectiveness in presence of noise.

The fuzzy mathematical morphology is a generalization of
binary morphology [3] using techniques of fuzzy sets [4],
[5], [6], [7]. Mathematical morphology, either crisp or fuzzy,
provides an alternative approach to image processing based
on the shape concept represented by the so called structural
element (see for instance [3]). The fuzzy operators used to
build a fuzzy morphology are conjunctors (usually t-norms)
and implications. Recently conjunctive uninorms, as a partic-
ular case of conjunctors, have also been used in this area [8],
[9], [10], [11]. More techniques for edge detection have been
designed based on residuals and morphological gradients
obtained from the crisp or fuzzy mathematical morphology.
See by example, [11], [10] and references therein, [12], [13],
and also [14] where morphological gradients were used to
detect edges in CT medical images altered by noise.

All these works show that the morphological gradients
remain relevant and useful in the analysis and image pro-
cessing. In this work the feasibility of alternate filters will be
studied, from opening and closing of the fuzzy morphology
based on uninorms (studied in detail in [11]). Following the
ideas in [10], where the authors used the alternate filters in
the reduction of noise, we will use them in the design of
an edge detection algorithm for medical images reaching a
compromise between elimination and smoothing of noise
and the detection of the features in medical images. A
preliminary work in this direction is [9] where the proposed
algorithm was already introduced. In this work, we study the
performance of this algorithm in presence of different types
of noise, impulse and Gaussian. Moreover, the behaviour of
this algorithm is investigated depending on the amount of
noise in the images. Some different objective measures are
used to evaluate the filtered results, the Mean Square Error
(MSE) and the Signal to Noise Ratio (SNR) (see [1]), and the
recently defined Structural SIMilarity index measurement
(SSIM) (see [15], Section III-B, pp. 603–605). It can be
noticed that we obtain better results when we use uninorms
that when we use other detectors considered in this work.

II. FUZZY MORPHOLOGICAL OPERATORS

We assume as known the basics facts on uninorms used
in this work which, in any case, can be found in [16], [17],
[18]. We will use the following notation: I is an implication,
C a conjunctor, N a strong negation, and finally A is a gray-
scale image and B is a gray-scale structural element.

We recall the definitions of fuzzy morphological operators
following the ideas of De Baets in [5]. The method consists
in fuzzify the logical operations, i.e. the Boolean conjunction
and the Boolean implication, to obtain fuzzy operators. An
n-dimensional gray-scale image is modeled as an IRn −→
[0, 1] function. The values of an image must be in [0, 1] in
order to consider it as a fuzzy set. Then, we will proceed
to explain this method from the following definitions and
propositions.

Definition 2.1: The fuzzy dilation DC(A, B) and fuzzy
erosion EI(A, B) of A by B are the gray-scale images
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defined by

DC(A, B)(y) = sup
x

C(B(x − y), A(x)) (1)

EI(A, B)(y) = inf
x

I(B(x − y), A(x)). (2)

Note that the reflection of a gray-scale image B denoted
by −B, and defined by −B(y) = B(−y), for all y ∈ IRn.
Given two images B1, B2, we will say that B1 ⊆ B2 when
B1(y) ≤ B2(y) for all y ∈ Rn.

Definition 2.2: The fuzzy closing CC,I(A, B) and fuzzy
opening OC,I(A, B) of A by B are the gray-scale images
defined by

CC,I(A, B)(y) = EI(DC(A, B),−B)(y) (3)

OC,I(A, B)(y) = DC(EI(A, B),−B)(y). (4)

The conjunctors and implications used in this paper are
two types of left-continuous conjunctive uninorms and their
residual implications. Specifically these two types of uni-
norms are the following.

• The representable uninorms: Let e ∈]0, 1[ and let h :
[0, 1] −→ [−∞,∞] be a strictly increasing, continuous
function with h(0) = −∞, h(e) = 0 and h(1) = +∞.
Then Uh(x, y) ={

h−1(h(x) + h(y)), if (x, y) �∈ {(1, 0), (0, 1)},
0, in other case,

is a conjunctive representable uninorm with neutral
element e, see [17], and its residual implication IUh

is given by IUh
(x, y) ={

h−1(h(x) − h(y)), if (x, y) �∈ {(0, 0), (1, 1)},
1, in other case.

Moreover, Uh satisfies self duality (except at the points
(0,1) and (1,0)) with respect to the strong negation
N (x) = h−1(−h(x)), see [16].

• A specific type of idempotent uninorms: Let N be a
strong negation. The function given by

UN (x, y) =
{

min(x, y), if y ≤ N (x),
max(x, y), in other case,

is a conjunctive idempotent uninorm. Its residual im-
plication is given by (see [18])

IUN (x, y) =
{

min(N (x), y), if y < (x),
max(N (x), y), if y ≥ (x).

These two types of left-continuous conjunctive uninorms
guarantee most of the good algebraic and morphologi-
cal properties associated with the morphological operators
obtained from them ([11]). Among these properties, we
highlight those described below. In all properties, U is a
left-continuous conjunctive uninorm with neutral element
e ∈]0, 1[, IU its residual implication, A is a gray-level image
and B a gray-scale structural element.

• The fuzzy dilation DU is increasing in both arguments,
the fuzzy erosion EI is increasing in their first argu-
ment and decreasing in their second one, the fuzzy
closing CU,IU and the fuzzy opening OU,IU are both
increasing in their first argument.

• If B(0) = e the fuzzy dilation is extensive and
the fuzzy erosion is anti-extensive EIU (A, B) ⊆
A ⊆ DU (A, B). The fuzzy closing is ex-
tensive and the fuzzy opening is anti-extensive:
OU,IU (A, B) ⊆ A ⊆ CU,IU (A, B).. Moreover, the
fuzzy closing and the fuzzy opening are idempotent,
i.e.: CU,IU (CU,IU (A, B), B) = CU,IU (A, B), and
OU,IU (OU,IU (A, B), B) = OU,IU (A, B).

• If B(0) = e, then EIU (A, B) ⊆ OU,IU (A, B) ⊆ A ⊆
CU,IU (A, B) ⊆ DU (A, B).

• For the two previous conjunctives uninorms of type
Uh and UN , the duality between fuzzy morphological
operators is guaranteed.

III. THE PROPOSED EDGE DETECTOR ALGORITHM

The main goal of this work is to develop an algorithm
which can detect and preserve, in presence of noise, edge
features in the low-contrast regions of medical images. In
this work, we make use of a residual operator from fuzzy
opening and closing operations in order to detect edge
images and, at the same time, denoise the image. Recall
that a residual operator of two morphological operations or
transformations is their difference. In previous works, [11]
and [10], we present the performance of fuzzy gradients
and top-hat transformations based on uninorms in order to
detect edges in natural images. In these works the displayed
experiments show that the uninorms outperform the results
obtained using t-norms and the classical umbra approach.

From the operation properties of the fuzzy morphology
based on uninorms, it is satisfied that

OU,IU (CU,IU (A, B), B) ⊆ CU,IU (A, B).

Let B be such that B(0) = e and consider F =
OU,IU (CU,IU (A, B), B). So we have (see [11])

EIU (CU,IU (F, B), B) ⊆ CU,IU (F, B)
⊆ DU (CU,IU (F, B), B).

Then we can compute the next residual operator

δ1+
U,IU

(A, B) = DU (CU,IU (F, B), B) \ CU,IU (F, B). (5)

In equation (5), the so called alternate filters, alternate
composition of opening and closing, are involved. These
alternate filters are used to remove and to smooth noise in
[10]. So, the proposed algorithm is the following: Firstly,
we preprocess the image by an alternate filter in order to
filter the noise and smooth the image, and then we apply a
Beucher gradient by dilation. Once the residual image (5) is
obtained, a global threshold experimentally obtained is then
applied to transform the edge image into a binary image.
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a) b)

c) d)

e) f)

g) h)

Figure 1. a) Original MRI image. b), c) and d) edge detection obtained by
Canny, Prewitt and LoG edge detectors, respectively. e) using the proposed
algorithm with Łukasiewicz t-norm and umbra approach, respectively. g),
h) results obtained by the proposed approach using a representable and
idempotent uninorm, respectively.

The previous filtering of the image allows us to minimize
the effect of the noise on the image without altering or
slightly altering the outer edge of the regions that compose
the image and maintaining the edge features of the image. To
binarize the obtained image in (5), a value threshold between
0.85 and 0.98 of the maximum value of the histogram is
taken. In the next section we present some experimental
results obtained using the previous algorithm.
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Filter
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�
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�
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Edge
Image

Figure 2. Block diagram for edge detection.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

In the following experiments, the idempotent uninorm
UN with N (x) = 1 − x and the representable uninorm

Uh with h(x) = ln
(

x
1−x

)
have been used. The obtained

results are compared with the Łukasiewicz t-norm and the
classic development based on umbra approach (see [7]). In
particular, the structural element used by the morphological
operators is given by a 3 × 3 matrix:⎛

⎝ 0 1 0
1 1 1
0 1 0

⎞
⎠ · e (6)

where e is the neutral element of the uninorm.
The performance of the proposed fuzzy mathematical

morphology based on edge detection algorithm is evaluated
in this section, and experimental results compared with
other existing methods are also presented. The method
has been applied to medical images and salt and pepper
noise corrupted medical images. The noise in the images
has been added using the standard functions of Matlab
R2008a Also, the edge images processed by the Canny,
Prewitt, LoG (Laplacian of Gaussian operator), Zero-Cross
and Roberts edge detectors have been obtained using default
parameters of Matlab. Except in Fig. 1.c) where we have
used a sensitivity threshold for the Prewitt method equal to
0.05 because, in this case, we got an almost empty edge
image using the default setting. In all cases, various sets of
parameters have been tested and only those providing more
adequate results are shown in the figures.

The MRI head image shown in Fig. 1.a) of size 256×228
contain dark regions and many features of brain wrinkles and
head cavities. The contrast in these dark regions is so low
that edge features in these regions are very difficult to detect.
Canny [19] an many others establish the unavoidable trade-
off between localization and signal strength. The Canny,
Prewitt, LoG edge detectors are applied to the image and the
experimental results are displayed in Fig. 1.b)-d). The results
obtained with the proposed algorithm using the Łukasiewicz
t-norm as conjunction and its residual implication and using
the classical umbra approach are displayed in Fig. 1.e)-f).
It can be seen that the performance of the proposed edge
detector algorithm using uninorms (Fig. 1.g-h)) is better than
those of the previous ones. Using uninorms and the proposed
algorithm, many thin features in the MRI head image are
detected and have a strong intensity. In [11] we can see as
the edge images obtained by a pure morphological approach
(morphological gradient) produce a good edge detection
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performance, but many really thin edges are still unable to
be detected.

In the following experiments, noise type salt and pepper
was added to the test images in order to study the robustness
of the proposed algorithm. To remove noise in the image,
a classical filter of n × n mask was applied to the noisy
image before applying a classical edge detector algorithm.
In particular a median filter with n = 3 was applied to
remove salt and pepper noise and a Wiener filter with n =
5 was applied in presence of Gaussian noise. The block

a) b)

c) d)

e) f)

g) h)

Figure 3. a) Original lungs CT image. b) corrupted with 0.02 salt
and pepper noise. c), d) results by Canny and zero-cross edge detectors,
respectively. e), f) results obtained by the proposed algorithm using the
Łukasiewicz t-norm and umbra approach, respectively. g), h) results ob-
tained by the proposed algorithm using a representable and an idempotent
uninorm, respectively.

diagram of the process is illustrated in Fig. 2. With this set
of experiments we show that the proposed edge detection
algorithm can adequately extract edge features even when
the image is noisy.

The original lungs CT image of size 430× 338 displayed
in Fig. 3.a) contains many interesting features. A salt and
pepper noise function with parameter 0.02 was added to
the image (Fig. 3.b)). In this case, the Canny and zero-
cross were also applied to the image after a median filter
was used to remove noise. The proposed algorithm using
representable and idempotent uninorms can successfully
extract the boundaries of the lungs and the main edge
features of the image. Compare with the so one obtained
using t-norms and the umbra approach. Note that, the Canny
edge detector fails to detect the outer edge of body, and the
two classical edge detectors fail to separate the boundaries
of the lungs, showing some gaps in the obtained boundary.
Something similar happens with the detected edges of os-
seous structures.

a) b)

c) d)

Figure 4. From left to right and from top to bottom, results obtained by
the proposed algorithm using the same idempotent uninorm and structural
element than in Fig. 3.h), when we corrupted the original image with 0.04,
0.06, 0.08 and 0.1 salt and pepper noise, repectively.

In Fig. 4 we display the results obtained by the proposed
fuzzy edge detection algorithm when four different salt and
pepper noise functions, of parameter 0.04, 0.06, 0.08 and
0.1 respectively, were added to the image shown in Fig.
3.a). Our goal is to study the performance of the proposed
algorithm when we increase the amount of noise present in
the image. The results obtained with the proposed algorithm
are shown in Fig. 4.a-d). Comparing these results with those
shown in Fig. 3.h), we can see as the edges image are little
affected with the increase of noise and many features remain
detected.
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Table I
MSE, SNR AND SSIM FOR FILTERED IMAGES OF FIG. 3

Filter type MSE SNR SSIM
Corrupted Img. 578.826 11.0088 0.96108
Umbra App. 1228.39 7.74087 0.920127
Luk. t-norm 148.08 16.9293 0.989052
Idempotent 26.6825 24.372 0.998137
Representable 26.6826 24.378 0.998139

A number of different objective measures can be utilized
to evaluate the previous filtering step in our fuzzy approach
providing a quantitative evaluation of the filtering results.
Among them, the MSE, the SNR, and the SSIM (see [15]).
Let O1 and F2 be two images of dimensions M × N . We
suppose that O1 is the original noise-free image and F2 is
the restored image for which some filter has been applied.
The MSE, SNR, and SSIM values defined in Eqs. 7, 8 and
9 are used to evaluate the filtering performance.

MSE(F2, O1) =
1

MN

M∑
i=1

N∑
j=1

(O1(i, j) − F2(i, j))2. (7)

SNR(F2, O1) = 10 · log10

(
σ2

1

MSE

)
, (8)

where σ2
1 is the variance of the original image O1,

SSIM(F2, O1) =
(2μ1μ2 + C1)

(μ2
1 + μ2

2 + C1)
· (2σ12 + C2)
(σ2

1 + σ2
2 + C2)

, (9)

where μk, k = 1, 2 is the mean of the image O1 and F2

respectivelly, σ2
k is the variance of each image, σ12 is the

covariance between the two images, C1 = (0.01 · 255)2 and
C2 = (0.03·255)2 (see [15] for details). Recently, SSIM was
introduced under the assumption that human visual percep-
tion is highly adapted for extracting structural information
from a scene. The SSIM is an alternative complementary
framework for quality assessment based on the degradation
of structural information. Smaller values of MSE and larger
values of both SNR and SSIM (0 ≤ SSIM ≤ 1) are
indicators of better capabilities for noise reduction and image
recovery.

The values of these measures between the original
image and filtered image CU,IU (F, B), where F =
OU,IU (CU,IU (A, B), B), are depicted in Table I. It can
be noticed that when we use uninorms the measures are
improved with respect to the other cases. Table II shows
the values of these measures in function of the amount of
noise added to the original image in the experiments of Fig.
4. Notice that, when the noise increase, the values of the
measures remain acceptable and SSIM values are still higher
than 0.99.

Finally, Fig. 5 shows an experiment in which the original
image is corrupted with Gaussian noise of parameter 0.005.
A Wiener filter is applied, because it works better than the
median filter in presence of Gaussian noise, previously to the

Table II
MSE, SNR AND SSIM FOR FILTERED IMAGES OF EXPERIMENTS

DISPLAYED IN FIG. 4.
Noise Parameter MSE SNR SSIM
0.02 26.6825 24.372 0.998137
0.04 41.1434 22.4912 0.9971357
0.06 50.7033 21.5839 0.996468
0.08 70.2527 20.1676 0.995104
0.1 102.487 18.5275 0.992877

classical edge detection method. In this case the structural
element used by the morphological operators is a 5×5 matrix
given by ⎛

⎜⎜⎜⎜⎝

0 0 1 0 0
0 1 1 1 0
1 1 1 1 1
0 1 1 1 0
0 0 1 0 0

⎞
⎟⎟⎟⎟⎠ · e (10)

where e is the neutral element of the uninorm. It can be seen
how the edge images obtained using the fuzzy proposed ap-
proach produce a good edge detection performance. Observe
that the classical approaches fail to detect some main edge
features of the image.

V. CONCLUSIONS AND FUTURE WORK

In this work, an edge detection algorithm based on the
fuzzy morphology using uninorms, derived as a residual
operator from the basic morphological operations, has been
proposed. Such algorithm is able to detect the features
in low contrast regions, and preserve them as well as
other apparent edges. To evaluate the performance of the
algorithm, comparison experiments with other well known
approaches were carried out. The results indicate that the
proposed algorithm is robust against noisy images. Experi-
mental results show that it outperforms other edge detection
methods in detecting detailed edges features and thin edge
features, in the displayed medical images. Moreover, these
edges can be preserved even though the image is corrupted
by noise. Future work consists on one hand, in the study
of the behaviour of the algorithm when we increase the
Gaussian noise and, on the other hand in the selection of
the size, shape, direction of the structuring element adapted
to the edge features of the image and how
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