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Abstract 
 

This study introduces a spatio–temporal lifting 
based algorithm to be used in compression of video 
signals. The temporal correlation of consecutive frames 
causes temporal redundancies, which are subject to 
lifting-like motion predictive compression. Similarly, 
neighbouring pixels are correlated within each frame. A 
method that uses both correlations might be 3D lifting-
based decomposition. In this study, block-based motion 
compensation is added to the classical 3D lifting 
method. Domain of motion compensation is first 
selected as free, and then reverse-symmetric. It is 
observed that reverse-symmetric motion compensation 
improves the performance of the prediction step in 3D 
lifting based coding.  
 
1. Introduction 
 
In this study, a video signal decomposition method that 
combines motion compensation and lifting based 
prediction techniques is examined. Following brief 
descriptions of these techniques, two alternative 
methods for the incorporation of motion compensation 
are proposed and their effects are discussed. 
  
Due to the large amount of sample-wise redundancy, 
and deficiencies in the human visual system, video 
compression is generally performed in a lossy manner. 
The classical idea is to assign some frames within the 
video as “intra-type” and encode the temporal 
differences of other frames with respect to these intra-
frames. To achieve a complete video codec, both the 
intra-frames and predicted frames should be quantized 
and entropy coded according to the desired 
compression ratio. For this particular work, it must be 
noted that a complete video coder algorithm is beyond 
the scope. Here, an intermediate step of 3D lifting 
based decomposition is taken as a starting point, and a 
marginal improvement is searched by incorporating 

block based motion compensation (MC) prior to the 
prediction step of the temporal lifting algorithm.  
 
The reason of the work is motivated by the fact that 
both MC and temporal lifting prediction seek for 
minimization of the residual signal variance for 
predicted frames. Therefore their combined use must 
be justified by experimental work. Clearly, the direct 
application of temporal lifting does not take into 
account any kind of motion for the consecutive frames. 
Recently, for the temporal sub-band decomposition of 
video signals, Pesquet-Popescu and Bottreau improved 
the compression efficiency by using a lifting scheme 
with MC [1], [2], [3]. In those studies, both adaptive 
subband decomposition and linear subband 
decomposition methods were tested. In this study, a 
third decomposition method is preferred where the 
temporal decomposition is mixed with spatial 
information through the edge adaptation strategy of the 
2D lifting method proposed in [4], [5]. In that method, 
the edge directions were used for the prediction 
direction of the lifting stage. Considering a slow 
motion within a video sequence, it is thought that a 
similar 3D gradient could also be incorporated into the 
prediction direction in 3D lifting, as explained in 
Sec.2.1.  
 

The incorporation of motion compensation over the 
edge adapted temporal prediction is also tested 
according to two different assumptions. In the first 
assumption, the range and domain of the motion 
compensation according to the frame-to-be-predicted is 
selected as completely free, and the predicted frame 
location is determined according to these two matching 
blocks as explained in Sec. 2.2. In the second 
assumption, linear motion is assumed for three 
consecutive frames with a reference location of the 
predicted frame. Therefore, the motion for the 
backward frame must be exactly in the opposite 
direction for the forward frame. This method is 

2009 Ninth International Conference on Intelligent Systems Design and Applications

978-0-7695-3872-3/09 $26.00 © 2009 IEEE

DOI 10.1109/ISDA.2009.23

1324



explained in Sec. 2.3. In Section 3, experimental works 
and results are presented. 
 
2. Steps of Method 
 

The 3D lifting scheme used in this study and two 
different MC methods included will be described in this 
section. Instead of focusing on the center pixels of 
blocks after block matching in motion compensation (as 
described in [1]), the entire block is dealt after block 
matching for directional spatio-temporal prediction. 

 
2.1. 3D Lifting Scheme on Video 
 
In a temporal lifting strategy, one stage of lifting starts 
by assigning even and odd numbered frames as 
predicted and intra-frames. In a complete system, the 
prediction error is also encoded according to a desired 
compression ratio. However, here, only the prediction 
success will be measured. Therefore, the amount of 
prediction error figures will be provided without 
actually compressing the prediction residual any 
further. The extreme case of total elimination of 
prediction residual will be provided as the decoding 
output. Therefore, while decoding, even-numbered 
frames of video signal are only estimated using 
polyphase decomposition analysis of odd-numbered 
frames according to the edge adapted lifting prediction 
as in [5].  
 
Let   represent the pixel located at coordinates 
[m,n] of frame i, of video signal x. Let’s consider a 
3x3x3 cubic block of the 3D video signal so that the 
pixel to be estimated is located at the center of this 
block. The front 3x3 side of this cubic block belongs to 
frame (2i – 1), and the rear 3x3 side belongs to frame 
(2i + 1). Hence, between those sides, there exists an 
intermediate 3x3 layer which includes the center pixel 
to be estimated. These are illustrated in Figures 1, 2, 
and 3. A 3D illustration of these three 3x3 layers as one 
3x3x3 block is illustrated in Fig. 4. 
 

 
Figure 1:  3x3 front block side in frame (2i - 1)  

 
Figure 2:  3x3 intermediate block layer in frame  (2i) 
 

 
Figure 3:  3x3 rear block side in frame (2i + 1) 
 

 
Figure 4:  A 3-D view of block layers as one 3x3x3 block 
 
The value of  is estimated by the previous 
layer’s and next layer’s pixel couples which are 
centred around the  pixel. We define 13 
different gradient approximations around . 
Four of these which are within the same frame, can be 
omitted. Remaining valid gradient approximations are 
given below: 
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Nine different x2i[m,n] estimation values can be 
obtained from these expressions, as listed below: 
 

  

  

  

  

  

  

  

  

  

 
The value    is the classical estimation which is obtained by the 
lifting prediction on the 3×3×3 cubic block. In case of 
no motion gradient, this value would give us minimum 
difference between estimated and actual pixel value. 
However, if any motion gradient occurs near the 
centered pixel on the video sequence and if this causes 
a 3D edge within the cube boundaries, then another 
cross pixel prediction value may be closer to center 
pixel’s actual value. Hence, pixel couples in the 
corresponding direction will give better results. This 
selection method introduces a direction adaptive filter, 
just like the 2-D version described in [4]. This adaptive 
filter still uses pixel couples for estimation and finds the 
direction that holds the pixel couples with minimum 
difference. Possible gradient approximation count is 
nine as defined above. Hence, calculation of the 
minimum one is not a computationally complex 
operation. 
 
2.2. Application of MC to 3D Lifting Scheme Using 
Loose Central Pixel Location 
 
The edge adaptive method described in Sec. 2.1 can 
govern subtle motions of 1 pixel per frame. On the 
other hand, movement of an edge formation in 
consecutive frames may exceed boundaries of 3x3 
block area. In fact, for many typical video sequences, 
the amount of linear motion along duration of 3 frames 
exceeds the 3×3 block boundaries utilized for the edge 
adaptive lifting. In that case, quality of polyphase 
decomposition analysis is reduced. Therefore position 
of the 3×3 block on the (2i-1)st frame must be searched 

and properly aligned on the (2i+1)st  frame. Then the 
pixel to be estimated must also be aligned properly on 
the (2i)th frame. Further application of polyphase 
decomposition on the 3×3×3 rectangular block would 
reduce prediction error.  
 
Let us define an operator, Wi,j for projection of motion 
compensated (MC) lifting scheme on video. Wi,j 
operator connects i-frame to j-frame according to the 
selected MC scheme [6]. 

 

 
The prediction step of the temporal lifting can be 
described as follows: 
 

  
    

 
where x2i-1[m,n] and x2i+1[m,n] represent two points 
which are settled on pixel coordinates [m,n] in two 
consecutive video frames. (Estimated (2i)st frame is 
out of calculation so that (2i-1) and (2i+1) are 
consecutive frames) 
The Wi,j operator is selected as the classical block 
matching, due to its simplicity. First, the position of 
3x3 block on the frame (2i+1) is marked on frame (2i-
1). Then the vicinity of the marked block is searched 
and the block that gives the closest match (in terms of 
squared difference) is selected. Finally, this selected 
block and the block from frame (2i+1) are used to 
compute the center coordinates of the block in frame 
(2i). This computation is based on construction of a 
straight line between frames (2i-1) and (2i+1) and 
finding the middle point of this line in 3D, as 
illustrated in Fig. 5. 
When each 3x3 block from frame (2i+1) to frame (2i-
1) is motion compensated, uncalculated pixel values 
can be left on frame (2i). These pixel values are 
calculated without any MC directly using linear 
prediction. Thus pixels are filled by classical lifting 
interpolation [7], [8], [9], [10]. 
 

Figure 5:  Locating estimated pixel after block matching 
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2.3. Application of MC to 3D Lifting Scheme 
Using Fixed Central Pixel Location 
 
In the method described in previous section, internal 
3x3 slide of 3x3x3 cubic block is located by matching 
of front side in frame (2i-1) to the rear side in frame 
(2i+1), and the value of central pixel ( ) of this 
internal layer is estimated as illustrated in Fig. 6. Due 
to the complications that arise when a central 
coordinate is never rendered by this method, an 
alternative method is developed which makes sure that 
each and every pixel of the prediction frame is 
processed. In this new method, the location of internal 
layer is kept as reference point and during block 
matching search, matched blocks are moved in 
symmetrically opposite directions. During matching 
operation, sum of squared differences within a block is 
used as the matching metric. The symmetric block-
wise search operation is performed for each and every 
pixel of the prediction frame, ( . 
 

 
 
Several search block sizes (3x3, 5x5, 7x7,...) were 
experimentally tested to achieve an empirically good 
performance. Results of different block sizes are also 
given in this work. 
 
3. Experimental Work and Results 
 
Experiments are applied on gray level (Y channel 
only) videos with CIF(352x288) size. Typical videos 
used in experiments are bus.yuv, coastguard.yuv, and 
container.yuv. Although the methods are applied to 
longer sequences, in order to indicate the results in a 
compact form, prediction errors corresponding to the 
first 5 frames of each video are given here. The results 
are listed in Table 1. 
 
In Table 1, mean squared errors (MSE) of predicted 
frames reconstructed using methods described in 
Sections 2.2 and 2.3 are compared. Implementations 
are temporarily restricted to only Y channels of videos. 
Hence comparison results show performances of 
methods on intensity levels. Only one level of lifting 
decomposition is made, therefore the prediction error 

results correspond to even-indexed frames of the 
temporal polyphase decomposition. 
 
Table 1 – MSE percent rates of Loose Central Pixel Location 
(2.2) and Fixed Central Pixel Location (2.3) methods 
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1 --- --- --- --- --- --- 

2 1,36 0,016 0,32 0,019 0,32 0,0003 

3 --- --- --- --- --- --- 

4 1,43 0,017 0,3 0,019 0,32 0,0002 

5 --- --- --- --- --- --- 

 
Obvious performance improvements in terms of 
reduced MSE values are achieved by the method 2.3 
(as compared to method 2.2). The improvement is also 
visually apparent when the two prediction frames are 
compared in Fig. 7. 
 

 
 

Figure 7 – Left  : Frame reconstructed using method 2.2  
     – Right: Frame reconstructed using method 2.3 
 
The results in Table I and Fig. 7 were obtained with a 
motion compensation block size of 3x3. In addition to 
these results, detection of movements on video frames 
can be tried over various block sizes and their 
performances can be compared. As a preliminary 
comparison, method 2.3 is run on bus.yuv video signal 
with three different block sizes (3x3, 5x5, 7x7) and 
also three different search pixel sizes (2, 4, 6). Search 
pixel size is defined as the distance from the center 
pixel of block. MSE values of reconstructed even 
frames indicate that 3x3 block size and search size 4 
pixel gave better results for this particular video 
sequence. 
 
The search pixel size could also be adjusted adaptively 
with possible increase in performance. However, that 
would increase the complexity of the algorithm and 

Figure 6:  Locating source blocks in block-matching 
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complicate the idea presented herein. Therefore, the 
adaptation idea is left out of the scope of this paper. 
 
Table 2 – MSE percent rates of various block sizes in block 
matching method.( x10-2) 
 
 bus.yuv 

 Block Size = 3x3 Block Size = 5x5 Block Size = 7x7 

Search
Size\  

Frame
No 

2 4 6 2 4 6 2 4 6 

1 --- --- --- --- --- --- --- --- --- 

2 1,60 1,60 1,66 1,60 1,64 1,67 1,62 1,63 1,67 

3 --- --- --- --- --- --- --- --- --- 

4 1,71 1,69 1,71 1,74 1,74 1,78 1,75 1,76 1,81 

5 --- --- --- --- --- --- --- --- --- 

 
As a conclusion, experimental results indicate that the 
usage of method 2.3 gives a better performance of 
encoding and decoding as compared to the alternative 
motion compensation method which inherently misses 
a fraction of pixels in the prediction frame as “empty”, 
yielding a necessity to make temporal linear 
interpolation. It is also observed that the 3D edge 
gradient method marginally outperforms the direct 
temporal prediction in the lifting stage. This is a 
natural result due to the fact that, when there is no 
temporal gradient, the proposed method already 
includes the direct temporal prediction as its subset. 
Nevertheless, without the incorporation of motion 
compensation, neither classical 3D temporal lifting, 
nor the temporal edge gradient based method performs 
well for video sequences with apparent motion vectors 
of length larger than 1 pixel / frame. Further and 
thorough analysis is necessary for the verification of 
the empirical selection of parameters such as motion 
compensation block size, motion search window size, 
3D gradient search cube size, etc. 
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