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Abstract—When designing a neural or fuzzy system, a
careful preprocessing of the database is of utmost importance in
order to produce a trustable system. In function approximation
applications, when a functional relationship between input and
output variables is supposed to exist, the presence of data
where the similar set of input variables is associated to very
different values of the output is not always beneficial for the
final system to design. A method is presented which can be used
to detect anomalous data, namely non-coherent associations
between input and output patterns. This technique, by mean
of a comparison between two distance matrix associated to
the input and output patterns, is able to detect elements in a
dataset, where similar values of input variables are associated
to quite different output values. A numerical example and a
more complex application in the pre-processing of data coming
from an industrial database were presented.

Keywords-Data preprocessing; Filtering technique; Distance
evaluation;

I. INTRODUCTION

A neuro-fuzzy system [1] is often designed to perform
a sort of functional association between input and output
patterns: not only in function approximation problems, but
also in classification [2] and clustering operation [3], the
neuro-fuzzy system is required to associate each input pat-
tern to a desired output value or vector, independently on
the meaning that is attribued to such output. In order to
make this operation successful and meaningful, the designer
must be sure that the same functional relationship is also
somehow represented in the available data, i.e. one must be
sure that similar values of the input variables correspond to
quite similar output values.

In such case it is well known that a neuro-fuzzy system
performs a sort of averaging operation, i.e. at the end of the
training phase the estimated output will be more similar to
the output value that is most often associated with a given
input. This is a correct and robust behaviour, that, however,
does not always lead to satisfactory results, especially when
some a priori knowledge is available on the desired system
behaviour. Thus it is mandatory to exploit such behaviour
in the very preliminary phase of data preprocessing, by
pointing out the patterns where similar input values are
associated with very different outputs, and by eliminating the
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input-output couples which are considered less realistic (for
instance with the support of the technical personnel working
in the plant where the database comes from).

It must be underlined that in some cases the fact that in an
experimental database similar input sets are associated with
very different output patterns is normal, such as, for instance,
when one deals with instable systems or when the target
value depends on parameters or state variables which are not
fed as input to the model. In such cases, the proposed method
is not applicable, while it fits well to all the situations when
the input-output relationship is “one to one” or “many to
one.”

The method proposed in this paper is based on dissimilar-
ity matrices, which are utilized in more application fields,
with the aim of recognizing interesting patterns among the
collected data [4][5][6].

An alternative approach to the discussed problem could
rely on the automatic estimation of reliability of the model
output that has been proposed in [7], as this reliability is a
direct consequence of the data quality, therefore the areas of
the input space where the reliability is low are those where
the above described “incoherent” input-output patterns most
probably lie. However the method that is proposed here
directly points out such set of data and is therefore simpler
to exploit in an autonomous way by end-user, who are not
often very experienced in the model development but have
a deep knowledge of the field where the data are collected.

The paper is organized as follows: Sec. II describes the
implementation of the proposed method and one alternative
approach. Sec. III depicts an example of application of
both proposed approach, that helps the reader to understand
how the proposed techniques actually works, while Sec. IV
describes a practical application to the preprocessing of an
industrial database. Finally Sec. V provides some concluding
remarks.

II. PROPOSED METHODS

Given a problem where N inputs are used to predict
a single output value, let us consider a dataset that has
been prepared to train, for instance, a feedforward neural
network or any other kind of neuro-fuzzy system through
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a supervised learning algorithm. The database contains P
input-output couples (XP, tP), where XP is a column vector
with N entries and t? is the scalar value to predict. By
representing the whole database in the matrix formulation,
the input matrix X has P columns and N rows, while the
target values are stored in a column vector T with P entries.

The anomalous pattern we are looking for are those
columns in X which are similar to each other, while the
corresponding entries in T are very different. The final aim
of the algorithm is just to point out these patterns each of
one composed by two elements i.e. the incoherent rows of
the matrix. More explicitly, if one of the two patterns that
have been detected as mutually incoherent is present also
in another (or more than one) couple of incoherent data,
a group of pattern is formed where only one pattern is
anomalous with respect to the other ones and this pattern is
automatically eliminated from the database. Otherwise, i.e.
if both the incoherent patterns are not present in any other
anomalous couple, the advice of the expert of the field where
the data have been originated is fundamental in order to take
the decision of eliminating one, both or none of them. The
criteria to take this decision depend on the application and
are out of the scope of the present work.

A. Finding similarities

For the proposed method, the steps required by the
algorithm are the follows:

1) Static normalization of the entries of X and T with
respect to their own maximum values. Two tranformed
matrices w and 7 are obtained, where
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2) Computation of the euclidean distance between each
pair of columns of 7 and between the entries of T,
by obtaining two symmetrical square distance matri-
ces related to the input and output patterns, named,
respectively:

(@)

whose entries located on the main diagonal are null.

Due to the simmetry, the following step 3 can be
performed by only considering the matrix upper tri-
angle. The obtained matrices can also be referred as
dissimilarity matrices.

A final comparison of the corresponding elements of
the two normalised dissimilarity matrices, by consider-
ing that anomalies are pointed out when a “small” en-
try of Dy (namely, below a threshold A;) corresponds
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to a “large” entry of Do (namely, above a threshold
A0)-

The definition of “small” and “large” is given through
a comparison with some threshold values that should be
independent on the number of patterns, and possibly on the
particular dataset.

It is clear that the smaller A; and the larger \p, the smaller
will be the fraction of patters identified as anomalous,
therefore the optimal value shall be found both with some
objective technique (as discussed further) and empirically,
by running the method with different values of the threshold
until a reasonable amount of patters is identified.

B. Finding the threshold

Firstly define the proportionality factors kr and ko: the
value of the threshold A; on the entries of Dy is determined
by considering a value of proportionality factor k; as 0.15.
On the other hand, the value of the threshold Ap on the
entries of Do is determined by considering the fraction
ko of the overall range [t . P | of the target variable,
that can be considered a sensible difference between two
output values. A reasonable value for ko can lie in the
range [0.25,0.5], but it can also be fixed depending on the
application by exploiting the experience of the technicians
that work in the practical context from which the considered
database is obtained.

There are now several ways to determine reasonable
values for the two thresholds A\; and A\p:

o fixed values, that is, two values k; and ko defined by
the user according to its knowledge of the problem.
This is the simplest, although most critical, method

Ar = ki
Ao = ko 3)
averaged, that is, having them proportional to the
average of the entries in the corresponding matrix:

Ar = klgzp’qp]?lp’q
D
o — koZraDopa @)

P2

by properly choosing the proportionality factors as, for
instance k; = 0.15 and ko = 0.33. The advantage of
this method is that the threshold depends on the average
distance between the patterns, therefore it depends on
how spreaded are the patterns in the input (respectively,
output) space, therefore within a set of very similar
patterns (that is, with a low average distance), an
anomalous pattern need not be far away from each
other, while in a set of different patterns (that is, with a
larger average distance), an anomalous pattern should
be more separated from the others;



o normalization, that is, having them proportional to the
largest entry in the corresponding matrix:

)\[ = k] rr;a(nlx DIp,q

Ao = komaxDop o Q)
P.q

The major drawback of this method is that the threshold
depends on the distance between the two most different
patterns, which has no relationship with the problem of
finding the anomalous patterns;

o relative values, that is, two values defined by the user
according to the largest possible entries of Dy and Dg:

Ar = kivVN
o = koVM (6)
where N and M are the dimensions of the input
and output vectors, respectively, while v/N and M
are the largest possible Euclidean distances between
two normalized input and output vectors. This has
the advantage, with respect to the previous one, to be
indpendents of the two most different patterns.

C. An alternative method

An alternative method to the one proposed in the previous
sections is based on finding a “metric” which identifies the
entries of the dissimilarity matrices which are lowest in Dy
and largest in Do at the same time, without thresholding
the values.

This can be computed by computing an additional matrix
M whose elements

Myp,q = exp(—k - DIp,qQ) ‘Dop,q

are larger if the corresponding element of Dy are smaller and
the corresponding element of D¢ are larger. The largest en-
tries in M will therefore correspond to potential anomalous
patterns. In the above formula, % is a constant which can be
used to optimize the performance of the proposed method.

The advantage of this method is that there is no threshold
involved and the user can choose as many patterns as he
likes, by properly choosing an appropriate number of largest
entries, without the need of find the thresholds. In addition,
this second method shows the considerable advantage that it
does not require any time consuming comparison between
two matices, but only the search for the most significant
entries of the matrix M.

III. A SIMPLE EXAMPLE

Given a problem where 4 inputs are used to predict a
single output value. Let us consider a dataset organised in
rows, where the columns of X matrix correspond to the
inputs and the column vector 7' contains the associated
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Figure 1: Flow chart of the proposed method
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The normalized input and output matrices, that will be
indicated as 7 and 7, respectively, are:

0.25 0.3636 0.3333 0.4
0.6 0.1364 0.2333 0.16
T = 1 1 1 1
0.3 0.3182 0.3667 1
0.25 0.3636 0.3333 0.4
0.467
0.333
T = 1
0.5
0.0667

The corresponding input and output dissimilarity matrices
D; and Dg are:

0 0492 1.331 0.085 0
0 1.48 0.425 0.492
D; = 0 1.329 1.331
0 0.085
0
0 1.133 0.533 0.033 04
0 0.667 1.167 0.267
Do = 0 0.5 0.933
0 0.433
0

A. Effectiveness of proposed solution

After the computation of the two dissimilarity matrices
D; and Do, a necessary step was to define the thereshold
values in order to identify the anomalous patterns. During
the phase of threshold computing, the values adopted for the
proportionality factors k; and ko are respectively 0.15 and
0.33, which means that a small entry in Dy is in contrast
with a large entry in Do, when the difference of the output
value is bigger than 1/3 of the whole range of the output
space.

In Tabl the threshold values obtained with all the
metodologie proposed in Sec.II-B were depicted.

By comparing the two matrices Dy and D¢, considering
all the threshold values depicted in Tab.L, it is evident that
applaying any of the proposed threshold values, the null
entry (1,5) of Dy corresponds to high entries in Dg, by
confirming the fact that pattern No. 1 is not “compatible”
with pattern No. 5. Analogously the entries (4,5) of Dy,
if compared with very high corresponding entries of Dg,
show that pattern No. 5 is also incompatible with pattern
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Table I: Threshold values

Threshold type A1 Ao
Fixed values 0.15 0.33
Averaged 0.085 0.1074
Normalization 0.2224  0.3080
Relative values 0.30 0.33

No. 4. Considering that the fifth row emerges in both the
detected registration (i.e. both pairs (1,5) and (4, 5)), it must
be considered as a wrong line in the dataset that came from
a wrong registration during the process of industrial data
collection.

B. Effectivenes of alternative method

After the application of the metric proposed in par. II-C
on two dissimilarity matrices Dy and Do, with a value of k
parameter as 10, the results symmetric matrix M is depicted
below.

0 0.011 0 0.031 0.400

0 0 0.027 0.024

M = 0 0 0
0 0.403

0

The matrix M contains two elements that have highest
values than the other ones; in detail the pair (1,5) and
(4,5). These two pairs indicate that the rows 1 and 5 are
not compatible between them, such as the couple of rows 4
and 5 of the pattern composed by input matrix X and output
column vector 7T'.

Also in this alternative approach, like that the method
proposed in Sec.III-A, the obtained results confirm that
the fifth row must be considered as incoherent registration,
which must be deleted. The same results in both the por-
posed method confirming the effectiveness of both proposed
approaches.

IV. APPLICATION TO AN INDUSTRIAL DATABASE

An industrial database has been analysed, which refers to
metal industry. In particular, in the considered application a
system needs to be designed, which is capable to predict
a particular property of a final product as a function of
many variables referring to both the chemical composition
of the raw material and the manufacturing process. However,
several problems can occurr in the registration of some input
variables as well as in the final measurement of the property
to predict, mainly due to errors in raw material assignment
or to sensor failures. The technical personnel working on
the plant in most of the cases is capable to recognize the
incoherent patterns and sometimes also to find out the error
sources and possible causes, but, due to the high rithm of
the production and to the fact that the database is collected
in an automatic way, such analysis cannot be performed on



Table II: Results on industrial database

Number of patterns 1000
Incoherent patterns detected 15
Couples detected 10
Groups detected 5

line. On the other hand, due to the considerable number
of data that are rapidely collected in the database, also the
off-line analysis cannot be manually performed. In order
to select only reliable data for the design of the system to
develop, as well as to point out eventual systematic errors in
the data registration, that might affect both the production
control and the final system evaluation, a software needed
to be developed which provides support to the technical
personnel by pointing out incoherent input-output patterns.
The input variables have been selected with the support of
plant engineers and the procedure for such selection is out
of the scope of the present paper, as well as the theoretical
fundations for assessing the repeteability of the process, i.e.
for justifying the assumption that a functional relationship
holds between the selected input variables and the target
property to predict.

In order to test the system performance, the procedure
has been validated on a validation dataset, that was not used
for the system development and contains data referring to
products which were subjected to a particular quality control
procedure. In this particular case, the reliability of the input-
output patterns has been carefully checked and we know
exactly which patterns are actually inconsistent with the rest
of the database.

The database contains about 1000 patterns, and 15 sets
of two or more incoherent input-ouput patterns are present.
Such sets are not always constituted by couples of ob-
servations, in this case the 2/3 of the total number are
couples, while the remain 1/3 are a group of incoherent
patterns; in these groups there are several observations and
in one of them an output value sensibly different from
the other ones is present. The results obtained with both
the proposed methods are summarized in Tab.Il. Both the
presented methods showed to be efficient in pointing out all
the 15 incoherent patterns.

It must be underlined that in the proposed application, no
further filtering stage was applied to the dataset as this was
the specification for the systems. Obviously, some criteria
for data selection could also be elaborated but they are not
the object of the present investigation. Noticeably, when
the group of incoherent observation is numerous and only
one or a few of them show a target value very different
from the other ones, the incoherent observations could also
be inferred in an automatic way, while when only two
observations are pointed out, the opinion of the expert is
fundamental in order to chose the correct pattern. In case of
lack of this information, both the observations would need
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to be discarded.

V. CONCLUSION

In this paper a novel metodology and an alternative
approach that are able to detect anomalous data registrations
(non-coherent association) between input and output patterns
were presented. Considering data, that came from real in-
dustrial line, the proposed techniques are able to find in the
industrial dataset, anomalous associations between input and
output patterns, that in most case are possible consequence
of wrong data registration. In the case of neural networks
models, the goodness and robustness of the prediction is
strictly related to the quality of the data that have been used
for the training: if such data are strongly affected by noise
and other kind of errors, obviously the model performance
will be poor. Frequently in real-world applications the data
quality is a function of the same input variables that are fed
to the model itself. The step of identifying and removing the
anomalous data registrations is a necessary requisite in the
phase of the preparation of data for function approximation
problems, classification and clustering, because these kind of
operations associate input pattern to a desired output value.
Therefore it is important to detect and delete the wrong
registration, in the preprocessing phase, in order to make
previously the exposed operation successful and meaningful.
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