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Abstract

Nowadays Float Car Data (FCD) is playing an impor-
tant role in real-time traffic information systems. However,
traffic signal control in urban road network will cause ran-
dom delay on float cars, and this kind of delay will result in
considerable fluctuation of travel time. Thus, the accuracy
of FCD system is seriously affected. In this paper, float car
refining models are proposed to calculate the stopped-time
delay by means of low-sampling-rate FCD. And then, the
classification of controlled delay and non-controlled delay
is performed in order to remove traffic signal control’s af-
fection, and to obtain the data which can truly reflect the
traffic flow characteristics. The contrast experiments in-
dicate that the accuracy of the FCD system has achieved
significant improvement after applying the new processing
model.

1. Introduction

In recent years, float car data (FCD) is used as an ad-

vanced method to get real-time traffic information. FCD

system can make good use of the probe vehicles’ spatial and

temporal information to calculate the travel time and driving

velocity of road. However, in urban road network there are

plenty of traffic signal controls. Owing to the randomness

of traffic arrivals and interruption caused by traffic signal

control, delays that individual vehicles may experience at

a signalized intersection are usually subject to large varia-

tion [1]. Thus, the travel time of float cars will also fluctuate

considerably when signal control exists. At the same time,

the system cannot provide a stable and determinate result to

reflect the traffic flow characteristics. Therefore, the accu-

racy is seriously affected.

This problem is fundamentally caused by the traffic sig-

nal control. As this kind of control exists, the travel time

of a vehicle can be divided into two parts: one is the sta-

ble travel time which reflects the traffic flow characteristics,

and the other is the fluctuant delay time which can be con-

sidered as interfering data. If the information of the delay

duration can be obtained, it will be feasible to derive stable

travel time. Moreover, by synthesizing the delay of differ-

ent vehicles, the delay expectation can be obtained to satisfy

people’s requirements.

Therefore, how to obtain the delay duration is now an im-

portant research direction to enhance the traffic information

accuracy in the study of FCD. In recent years, there have

been a variety of achievements on delay calculation based

on fixed detector data. Francois Dion et al. [2] summa-

rized a few delay models for signalized intersections over

the years, including deterministic queueing model, shock

wave delay model, steady-state stochastic delay model, etc.

And traffic flow data (including flow rate, occupancy, satu-

ration, etc.) is taken as the input in these models. However,

such models cannot work on FCD systems, because float

car mainly collects vehicle position information rather than

traffic flow data. At the same time, the sampling rate of float

car is at a low level. The cycle of sampling is usually about

30-120 seconds, which makes the data not precise enough

to calculate the delay duration.

This paper proposes a refining scheme for float car driv-

ing information, which summarizes a few refining models

by analyzing the patterns in vehicle driving. Model selec-

tion is conducted according to the rough driving informa-

tion, and decision on stopped-time, stopped-position and

available velocity of the vehicle is completed. And then,

the classification of the controlled delay and non-controlled

delay is performed to obtain the true traffic flow informa-

tion.
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2. Related work

The electronic map which indicates the road network and

the GPS positioning points of Float Cars, are two essential

elements in the FCD Processing. After map-matching and

route-speculation [3] by means of GPS positioning points,

the Vehicle Information Basic Processing Unit is consid-

ered as the atomic unit in the data processing, to obtain the

driving speed of the roads.

Definition 1: Link
Link is the atomic structure of the road network, which

indicates directed path in the road network topology. The

data structure of Link can be described as follows:

L = {l|l = (link − id,

link − direction, link − length)} (1)

where link-id identifies an unique link, link-direction and

link-length shows the direction and the length of the link

respectively.

Definition 2: GPS positioning point and GPS matching
point

GPS positioning point is the information description of

float car at a certain time spot, which is also the basic

data source of the whole FCD Processing. After the map-

matching algorithm by means of GPS positioning points,

the positioning information of these points on concrete links

is obtained, which are called GPS matching points.

Definition 3: Vehicle Information Basic Processing
Unit(VIBPU)

A section of vehicle travel route between two time-

adjacent GPS matching points, is called a Vehicle Informa-

tion Basic Processing Unit (VIBPU). The data structure can

be described as follows:

U = {u|u = (start − pos, end − pos, linkset,

start − speed, end − speed, distance, time)} (2)

where start-pos and end-pos indicate the positioning infor-

mation of GPS starting point and ending point on links af-

ter map-matching, linkset indicates the set of links on the

driving route. start-speed and end-speed indicate the in-

stantaneous velocity of the vehicle at GPS starting point and

ending point respectively, and distance and time indicate the

driving distance and driving time of the vehicle respectively.

The structure of VIBPU is shown in Figure 1.

In the traditional processing [4], the average velocity be-

tween the two points is adopted as the actual traffic infor-

mation to cover every link on the driving route. But when

signal control exists, the result may not be accurate enough,

as the vehicle may receive a random delay before the traffic

light. This kind of delay is in fact interfering data which

affects the accuracy of FCD systems seriously.

Link1 Link2 Link3 Link4

PA PB

vA vB

Distance

GPS Matching Point

Link

Figure 1. The structure of VIBPU

Different kinds of vehicle delay in driving are defined in

Reference [5]. This paper mainly discusses the stopped-

time delay of those, which expresses the time a vehicle

is stopped in queue with the velocity of 0. The stopped-

time delay can be divided into two classes: one is caused

by the traffic signals, which is called controlled stopped-

time delay; the other is caused by traffic flow itself, which

is called non-controlled stopped-time delay. They will be

called ”controlled delay” and ”non-controlled delay” for

short below. The controlled delay is a kind of interfering

data while the non-controlled delay is not. If the delay dura-

tion can be derived and the classification of different delays

can be processed, the controlled delay can be removed and

accurate traffic flow characteristics can be obtained.

3. Float car refining models

In order to carry out the classification of the controlled

delay and the non-controlled delay, the information of

stopped-position and stopped-time is required. However,

the time span of VIBPU is about 30-120 seconds, which

makes it too long to obtain the detailed information in the

driving process. This section will solve this problem by us-

ing the float car refining models.

3.1. Velocity sequence

In order to discover the regularity in the driving of float

cars, high-precision FCD is required. Data with the sam-

pling cycle of 1 second is collected in a special test for the

analysis below, and the most useful information of such data

is the instantaneous velocity.

Definition 4: Velocity sequence and velocity curve
To make the high-precision data and the low-sampling

rate data comparable, the high-precision data is cut into

small units according to the time span of VIBPU. And, each

unit contains a velocity sequence, which can be described as

follows:

V = (v1, v2, ..., vm) (30 ≤ m ≤ 120) (3)
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where m is the length of the sequence.

This sequence is time-ordered, and can be shown in a

curve that reflects the changing trends of velocity. This kind

of curve is called velocity curve, as is shown in Figure 2.

Definition 5: Analysis sample
The set of all velocity sequences can be described as fol-

lows:

S = {V1, V2, ..., VN} (4)

where N is the quantity of such sequences and Vi (i =
1, 2, ..., N) is a velocity sequence. On the view of machine

learning, each sequence can be called an analysis sample.

In a velocity curve, if the changing trends of instanta-

neous velocity can be expected, the detailed information in

the driving process can be derived. This paper proposed a

method to seek the velocity’s changing trends by means of

the analysis samples, and the process can be divided into 3

steps: feature extraction, model clustering and model clas-

sification.

Velocity Curve

Trends  Curve

Time

Velocity

A

B

Figure 2. Velocity curve and trends

3.2. Feature extraction

An analysis sample includes a velocity sequence, which

makes up a curve. At the same time, the changing trends

of velocity can be discovered inside the curve. As is shown

in Figure 2, for a certain velocity curve, the trends can be

expressed by a series of lines with different slopes. There-

fore, an array which contains these slopes will express the

feature of a curve well.

To obtain the trends of a curve, smoothness is first re-

quired to reduce the data fluctuation. For the velocity se-

quence V in (3), this paper uses the n-order moving average

method to process the smoothness:

v′
k =

1
m − n + 1

k+n−1∑
i=k

vi (1 ≤ k ≤ m − n + 1) (5)

where n is an odd number. Here n is taken as 7.

And then, the finite difference of v′
k is calculated as fol-

lows:

Δv′k = v′
k − v′

k−1 (k ≥ 2) (6)

Δv′k can be considered a smooth, sequential curve.

Definition 6: Trend-changing point
Trend-changing points are the key points in the velocity

curve. The curve’s trends change at these points and the

lines connecting these points will make up an outlier for the

curve. For instance, point A and B are both trend-changing

points in Figure 2. The function below is used to find out

the trend-changing points:

(|Δv′
k−1| −Δvthre)(|Δv′

k| −Δvthre) < 0 (k ≥ 2) (7)

where Δvthre is a threshold, a small positive number which

could be considered approximately equals to 0. The purpose

here is to separate the small slopes and big slopes, and to

find the junction points connecting them. For all ks that

satisfy this equation, the points at v′
k will be considered as

trend-changing points. Suppose Str is the set of such ks,

then

S′
tr = Str ∪ {1} ∪ {m − n + 1}

= {k1, k2, ..., kt} (k1 < k2 < ... < kt)
(8)

contains all the trend-changing points, and these points

make the outlier of the whole curve. At the same time,

si = (v′
ki

− v′
ki−1

)/(ki − ki−1) (2 ≤ i ≤ t) (9)

is the slope that reflects one segment of the trends in the

velocity curve.

Let sthre be the threshold of adjacent slopes’ difference.

If |si−si−1| ≤ sthre, si and si−1 can be merged into a new

one:

s′i = (v′
ki

− v′
ki−2

)/(ki − ki−2) (10)

Definition 7: Slope sequence
After slope merging, a new vector

Sslope = 〈s1, s2, ..., sr〉 (11)

could be derived, where r is the dimension of the vector.

Sslope is called a slope sequence, and it shows the feature

that indicates the trends in the changing of velocity.

3.3. Model clustering

After feature extraction, the result for each analysis sam-

ple is shown in Table 1.

It can be seen that most of the slope sequences have a

length of 3 or 5. Therefore, if the minority can be ig-

nored, the analysis samples can be divided into 2 groups,
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Table 1. Result of feature selection
Length of Sslope No. of analysis samples

3 154

5 178

Others 3

and samples in different groups should reflect different ve-

locity changing trends.

Clustering for each group is an effective way to find pat-

terns in the analysis samples. These patterns can be called

models for the driving information of vehicles. If clustering

can be processed for these two big groups respectively, the

final models can also be derived.

This paper uses the hierarchical method to process the

clustering. Vector Sslope = 〈s1, s2, ..., sr〉 (r=3 or 5) is

taken as the source data, and Euclidean-distance is taken as

the distance measurement for clustering:

d(i, j) =

√√√√ r∑
k=1

(sik − sjk)2 (12)

where i = (si1, ..., sir) and j = (sj1, ..., sjr) are two r-

dimensional samples.

The classical agglomerative hierarchical clustering [6]

first takes every sample as a cluster. And then, a couple of

clusters with the smallest distance is taken out, and merged

into a new cluster. This method is repeated until the ”small-

est distance” is bigger than the distance threshold. And at

that time, the remaining clusters are the result of clustering.

The clustering result for the analysis samples shows that

the 2 big groups can be each divided into 2 groups. Thus 4

models for float car driving information63 is obtained.

3.4. Model classification

For a known VIBPU in FCD processing, the velocity se-

quence cannot be derived. To calculate these details, the

basic available information for VIBPU includes: driving

distance s, driving time t, velocity at starting and ending

points va and vb. For an analysis sample, the correspond-

ing s, t, va, vb can be calculated out. At the same time, each

sample contains a tag which is already derived from clus-

tering. The problem here is to match a VIBPU with a tag of

the known models, by means of s, t, va, vb.

This is a muilticlass problem, and decision tree is a

proper method here. First, as s, t, va, vb are all continuous

variables, discretization based on entropy [6] is used to pre-

treat the data, and to find the split points. And then the

classical C4.5 decision tree algorithm based on information

gain [6] is processed to obtain the final result. The result

can be listed in Figure 3.

Va=0?

Vb=0? Vb=0?

Model 1 Model 2 Model 3 Model 4

Figure 3. Decision tree classification

This figure shows that the key point to classify the 4 mod-

els is whether va and vb are equal to 0.

3.5. Model description

The characteristic of each model is now obtained, includ-

ing the starting velocity, the ending velocity and the veloc-

ity changing trends. Thus the Model 1-4 in Figure 3 can be

named Refining Model 1-4, as the detailed information can

be derived from these models.

Table 2. Refining model slopes
Name of model Slope sequence

Refining Model 1 k1, k2, k3, k4, k5

Refining Model 2 k6, k7, k8

Refining Model 3 k9, k10, k11

Refining Model 4 k12, k13, k14, k15, k16

The 4 refining models’ slope sequence obtained in clus-

tering is listed in Table 2. As these models are derived from

clustering, all analysis samples supporting one model will

have similar slope sequences. And then, mean value can be

used to estimate the concrete slopes:

k̂i =
1
n

n∑
j=1

kij (13)

where kij means the j-th analysis sample for ki.

On the view of traffic engineering, these slopes actually

indicate the accelerations of 3 different statuses in driv-

ing: accelerating, decelerating and smoothly-driving sta-

tuses. Consequently, the final instantaneous velocity curve

of refining models can be listed in Figure 4, where the ab-

scissa axis shows the time, the ordinate axis is the instanta-

neous velocity and the red curve shows the changing of the

velocity. tw is the stopped-time delay, and vp can be called

called peak speed, showing the highest velocity in driving.

tp is a temporary variable which shows part of the driving

time, and distance s is equal to the area surrounded by the

velocity curve and coordinate axis. Therefore, the stopped-

time delay tw can be calculated out for Refining Model 1-4.
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Figure 4. Refining model curves

For Refining Model 1, s = SCP1P2D, then

{
2tw + vp/k̂2 + vp/k̂4 + tp = t

v2
p/2k̂2 + v2

p/2k̂4 + vptp = s

⇒ tw =
1
2
(t − vp

2k̂2

− vp

2k̂4

− s

vp
)

(14)

For Refining Model 2, s = SCPBD, then

{
tw + vp/k̂7 + tp = t

v2
p/2k̂7 + vbtp + (vp − vb)tp/2 = s

⇒ tw = t − 2s + vpvb/k̂7

vp + vb

(15)

For Refining Model 3, the curve in fact shows mirror im-

age relationship with Refine Model 2. Likewise:

tw = t − 2s + vpva/k̂10

vp + va
(16)

For Refining Model 4, s = SAP1CO + SDP2BE , then

{
2tp + va/k̂13 + vb/k̂15 + tw = t

v2
a/2k̂13 + v2

b/2k̂15 + (va + vb)tp = s
⇒

tw = t − va

k̂13

− vb

k̂15

− 2(s − v2
a/2k̂13 − v2

b/2k̂15)
va + vb

(17)

When tw < 0 no stopped-time delay exists.

Therefore, in order to derive the value of stopped-time

delay in Refining Model 1-3, it is necessary to obtain the

value of peak speed vp.

3.6. Calculation of peak speed

At present there are quite a few cases seeking after the

relationship between travel time and other parameters by

means of linear regression [7]. In this paper, the determina-

tion of peak speed vp is the key point. Statistical data shows

that the value of vp has some relationships with distance s
and instantaneous velocity va and vb, and it is reasonable

to consider a linear regression model to find the relation-

ship between these parameters. The regression function is

as follows:

vp = b1s + b2va + b3vb + b4 + ε (ε ∼ N(0, σ2)) (18)

For Refining Model 1, va = vb = 0; for Model 2 va = 0
and for Model 3 vb = 0. The final regression result shows

it is proper to calculate the peak speed by means of (18).

After obtaining the value of peak speed vp, it is feasible

to calculate the value of stopped-time delay tw. But this

delay may belong to controlled delay or non-controlled de-

lay. Consequently, it is important to execute classification

of these two kinds of delays, and to remove the interference

of controlled delay.

4. Classification of delays

According to the saturation theory in traffic engineering,

the traffic flow can be divided into over-saturated flow and

under-saturated flow. For under-saturated flow, as a vehicle

can pass in one signal cycle, the delay naturally belongs

to controlled delay. However, over-saturated flow is more

complex, which can be divided into two phases: the first

part is far from the traffic light and the delay belongs to non-

controlled delay; when the vehicle enters the control range

of the traffic light and passes the intersection one-timely, the

delay belongs to controlled delay.

Consequently, two conditions are needed to discriminate

a certain delay as controlled delay:

(1) The vehicle should be in the control range of the traf-

fic light. That is to say, the distance from the vehicle to the

light should be shorter than a distance threshold called d0.

Here d0 can be obtained from SIGNAL94 method [8].

(2) If more than one stopped-position exists before one

traffic light, only the point nearest to the light is discrim-

inated as controlled delay, while the others are all non-

controlled delay.

5. Evaluation

The experiment is carried out in two steps. The first part

inspects the accuracy of the refining models; the second part

tells the contribution that the new algorithm makes to the

system.
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5.1. Model evaluation

In order to evaluate the decision of the refining mod-

els, high-density and high-precision Float Car Data is still

needed. This paper takes 211 VIBPUs from high-precision

float car test data of Beijing as test samples. Each VIBPU

will make decision on stopped-time delay and available ve-

locity by means of its s, t, va, vb as referred in Section 3.

The parameter of available driving time is defined as the

time when the vehicle is not at controlled delay. And avail-

able velocity vu = s/t, where s is the driving distance and

t is the available driving time of VIBPU. Assume the stan-

dard available driving velocity is v1 and the calculated driv-

ing velocity is v2, then relative error rate α = |v1 − v2|/v1.

0

0.1

0.2

0.3

0.4

0.5

Propor�on

of

Samples

Error Rate of Driving Velocity

Error Rate of Available 

Velocity

Error Rate of Tradi�onal 

Velocity

Figure 5. Error distribution of driving velocity

By calculating the error rate of each sample on available

driving velocity and traditional driving velocity, we can in-

spect the proportion of samples which fall into different er-

ror intervals. The more low-error samples, the higher ac-

curacy. The final result is shown in Figure 5, and it can be

seen that the available driving velocity calculated by refin-

ing models has greater accuracy than the traditional ones. If

samples with error rate below 30% are considered accurate,

the accuracy of all the samples has promoted for 38.91%.

5.2. FCD system evaluation

After applying the refining models and the delay classifi-

cation algorithms, according to the high-precision data, the

OD travel time evaluation is carried out 6 times. The error

rate is shown in Figure 6. It can be seen that after applying

the new algorithm, the system’s error rate has reduced for

20%-30%, with a significant promotion in accuracy.

6. Conclusion

This paper first analyzed the driving regularities of float

car when traffic signal control exists, and proposed refining

models for float car driving information. Then a method to

classify the controlled delay and non-controlled delay was

0%

10%

20%

30%

40%

50%

60%

1 2 3 4 5 6

Error

Rate

Test Time

Error Rate of the 

New System

Error Rate of the 

Tradi�onal System

Figure 6. Error rate of old and new system

brought forward to remove the interference of the traffic

signals. After the adoption of this algorithm, the accuracy

of the FCD system obtained a significant promotion.
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