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Abstract

In this paper, we discuss the the role of the retrieval
component in an TREC style opinion question answering
system. Since blog retrieval differs from traditional ad-hoc
document retrieval, we need to work on dedicated retrieval
methods. In particular we focus on a new query expansion
technique to retrieve people’s opinions from blog posts. We
propose a combined approach for expanding queries while
considering two aspects: finding more relevant data, and
finding more opinionative data. We introduce a method to
select opinion bearing terms for query expansion based on
a chi-squared test and use this new query expansion to com-
bine it in a liner weighting scheme with the original query
terms and relevant feedback terms from web. We report our
experiments on the TREC 2006 and TREC 2007 queries
from the blog retrieval track. The results show that the
methods investigated here enhanced mean average preci-
sion of document retrieval from 17.91% to 25.20% on TREC
2006 and from 22.28% to 32.61% on TREC 2007 queries.

1 Introduction

The processing of opinion information has been widely
discussed nowadays, because humans like to express their
opinions on the Internet and are eager to let others know
about their opinions. Motivation for this task comes from
the desire to provide tools to analyze this information for in-
dividuals, governmental organizations, commercial compa-
nies, and political groups, who want to automatically track
attitudes and feelings in on-line resources. What do students
like about Wikipedia? How do people feel about recent
events in the Middle East? Who likes Microsoft products?
What organizations are against universal health care? What
are the public opinions on human cloning? What users pre-
fer Google Mail?

Blog data is one of the most prevalent sources among
others that provided opinionated documents. The rise on
blogs has provided a new subset of the World Wide Web
that represents real-world events. Since the number of blog
writers and readers rapidly increases, blog pages become an
increasingly important information source about people’s
personal ideas, beliefs, feelings, and sentiments (positive
or negative). Indeed, such subjective information in blog
pages is useful to find out what people think about various
topics in making decisions. Hence it opens up several new
interesting research areas.

A system that could automatically identify opinions and
emotions from text would be an enormous help to someone
trying to answer these kinds of questions. Natural language
processing applications could benefit from being able to
distinguish between factual and opinionative information.
Question answering systems which can detect and classify
factual and opinionative information offers distinct advan-
tages in deciding what information to extract and how to
organize and present this information. Such system aims to
present multiple answers to the user based upon opinions
derived from blogs. Most of the state-of-the-art question
answering systems focus factual questions. However, opin-
ion questions have longer and more complex answers. The
answers tend to be scattered across different documents.
Traditional question answering approaches are not effec-
tive enough to retrieve answers for opinion questions as they
have been designed for factual questions. Hence, an opinion
question answering system is different from a factoid ques-
tion answering system and in particular needs dedicated re-
trieval algorithms.

In this research, we improve our current question an-
swering system to deal with opinion questions and extract
their answers from blogs. Since the document retrieval
component is the major part of a question answering sys-
tem which should be able to retrieve opinions from blogs,
we focus on this component to find the best answers for this
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kind of questions. A good retrieval system means that only
small number of top ranked documents needs to be analyzed
by the answer extraction in order to find the answer. In this
paper, we improve blog document retrieval within the ques-
tion answering context by proposing a new query expansion
technique.

The rest of this paper is structured as follows: In the next
section, we describe the previous work on opinion retrieval.
Section 3 talks about our document retrieval module. In
Section 4, we introduce our proposed method for query ex-
pansion, and Section 5 presents our results. Finally, Section
6 concludes the paper with a summary.

2 Related Work

There has been a spate of research on identifying opinion
in document and sentence retrieval and especially in QA
systems.

Wiebe [14] proposed a method to identify strong clues
of subjectivity on adjectives. He introduced subjectivity
tagging for distinguishing sentences used to present opin-
ions from sentences used to present factual information. At
document level, Wibe [16] recognized opinionative docu-
ments by demonstrating a straightforward method for learn-
ing certain kinds of potentially subjective collocations from
corpora. A year after, Weibe [15] continued his research
by proposing a method for opinion summarization. Riloff
and Wiebe [12] presented a subjectivity classifier using lists
of subjective nouns learned by bootstrapping algorithms to
distinguish opinionative sentences from factual ones. In
the first step, they used two bootstrapping algorithms that
exploit patterns extraction to learn sets of opinion nouns.
Then, they trained a Naive Bayes classifier using the sub-
jective nouns, discourse features, and subjectivity clues. In
another research, they [11] proposed a bootstrapping pro-
cess to learn linguistically pattern extraction for subjective
expressions. The learned patterns are then used to identify
more subjective sentences. In 2005 they expanded their re-
search by working on Multi-Perspective Question Answer-
ing (MPQA) systems. As an initial step towards the de-
velopment of MPQA systems, they investigated the use of
machine learning and rule-based subjectivity and opinion
source filters and showed that they can be used to guide
MPQA systems [13].

Pang, Lee, and Vaithyanathan [10] classified documents
by overall sentiments instead of topics, and then determined
the polarity of a review. Pang [9] proposed a novel machine
learning method that applies text categorization techniques
to the subjective portions of the document. In this method,
he used some efficient techniques for finding minimum cuts
in graphs.

In another research by Mukras [8], different machine
learning techniques applied to sentiment classification were

compared. He used an original corpus and 5 variations of
tagging to train and test three classifiers: the Naive Bayes
classifier, the Neural Networks classifier, and the Support
Vector Machines (SVM) classifier. He showed that on aver-
age, SVM yield the best results when test documents are
represented as feature presence vectors and Naive Bayes
yields the best average result when test documents are rep-
resented as feature count vectors. He also noted that repre-
senting test documents as feature presence vectors is more
useful in the task of sentiment classification .

Yu and Hatzivassiloglou [17] separated opinions from
facts, at both the document and sentence levels. They in-
tended to cluster opinion sentences from the same perspec-
tive together and summarize them as answers to opinion
questions.

Kim and Hovy [5] presented a sentiment classifier for
English words and sentences, which utilizes thesauri to de-
termine word sentiments and combined sentiments within
a sentence. However, template-based approach needs a
professionally annotated corpus for learning, and words in
thesauri are not always consistent in sentiment. Kim and
Hovy [6] also identified opinion holders, which are fre-
quently asked in opinion questions.

The blog retrival group of The University of Illinois at
Chicago [18] developed a two-step approach that finds rel-
evant blog documents containing opinioned content for a
given query topic. The first step, retrieval step, is to find
documents relevant to the query. The second step, opin-
ion identification step, is to find the documents containing
opinions within the scope of the document set from the re-
trieval step. In the retrieval step, they improved the re-
trieval effectiveness by retrieving based on concepts, and
doing query expansion using web feedback. In the opinion
identification step, they trained a sentence classifier using
subjective and objective sentences, which extracted from
rateitall.com and wikipedia.com, respectively. A year after,
this group [19] expanded their system adding a new step,
ranking step, which identifies the query-related opinions in
the documents and ranks them by computing their opinion
similarity scores. They also used a “split and merge” strat-
egy in the polarity task. This strategy is used for finding the
positive and negative documents and then find the mixed
opinionative documents in the intersection of the positive
and negative document sets.

Ernsting et al. [4] used a mixture model of external ex-
pansion and document priors to improve opinion finding.
They compared their mixture model with Indri in perfor-
mance. Their best result was achieved by rewriting queries
first and then expanding them using an external news cor-
pus. They believe that opinion finding is highly dependent
on topical retrieval and opinion detection can be done using
lexicons. Their reseach shows that query expansion is one
of the promising approaches in opinion finding.
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3 Document Retrieval Engine

The task of document retrieval is an important part of a
question answering system as it provides the input to the
sentence retrieval and the answer extraction. In a ques-
tion answering system, the document retrieval is used to
decrease the number of documents in a large corpus. This
is done to reduce the search space in which a correct an-
swer can be found. It is necessary to reduce the search
space because the following components (i.e. answer ex-
traction) may use time consuming deep analysis algorithms
which strongly depend on the size of the processed cor-
pus. Therefore, it is important to process just the documents
which seem relevant to a query and contain opinions about
the question to get answers within an appropriate period of
time.

The current document retrieval of our question answer-
ing system has been built to retrieve factoid data relevant
to factoid questions. The extraction of opinionative docu-
ments from blogs is not a task that our system as described
on can perform without a significant reduction in the quality
compared to the relevant documents.

In order to facilitate an improved retrieval and to enable
us to implement a query expansion with opionon bearing
terms, we switched to INDRI 1 as a retrieval engine which
is part of the Lemur Toolkit. It improves language model
based retrieval by including inference networks which al-
lows us to flexibly combine the phrases of the query and
the expansion terms with weights and connectors while in
Lemur all query terms should be considered in the same
way. This makes the retrieval more robust against noisy ex-
pansion terms.

4 Query Expansion

One of the appropriate methods for retrieving opinions
from blogs is using query expansion techniques. By ex-
panding the user’s entered terms, more documents are re-
trieved which increases the system recall at the expense
of precision. So, the main goal of query expansion is to
increase recall; while precision can potentially increase.
Achieving this goal is possible if the expanded query can
retrieve more relevant or at least equally relevant documents
compared to the original query.

When comparing factoid retrieval to the retrieval of blog
documents, opinions enter as a completely new dimension
to the problem. Also the document representation and the
noise in the collection are different. As a result, we need
to find more sophisticated methods for query expansion in
blog retrieval than in traditional ad-hoc retrieval which has
been studied for a long time. In typical retrieval systems,

1http://www.lemurproject.org/indri

query expansion is applied to overcome the exact matching
problem of the document retrieval and solve the vocabu-
lary mismatches between the query and the document col-
lection. So, the synonyms of the query terms are useful
to find relevant documents as they contain different surface
realizations of the same entity. In blog retrieval, however,
we need to bridge the gap between the information that the
users need and the documents likely to be written in blogo-
sphere.

In our task, we expand the query with a set of feedback
terms using the web. Expanding the query by feedback
terms from the web, however, is no guarantee to retrieve the
opinionative documents in high ranks. Using a set of opin-
ion bearing words gives us the chance to retrieve more opin-
ionative documents than before. So, we expand the query
with a set of opinion markers. Different researchers used
query expansion techniques for retrieving blogs. However,
to the best knowledge of the authors, there is no research
that simultaneously focused on both approaches for query
expansion.

The final set of query terms would be the union of query
seed terms, the top k feedback terms and a set of l opinion
markers. These set of terms are combined in a weighting
schema as follows:

Q = W1 × (QuerySeedTerms)
+ W2 × (FeedbackTerms)
+ W3 × (OpinionBearingTerms)

(1)

and can be used as input of our document retrieval compo-
nent.

The scenario of extracting the query seed terms and
adding two different groups of terms (feedback terms and
opinion bearing terms) for constructing the final query is as
follows:

1. Extracting Query Seed Terms:
Noun and verb phrases contained in the query are iden-
tified by using Brill’s Part of Speech Tagger [3] and
Abney’s Chunk Parser [1]. The target and the phrases
extracted from the query are considered as the set of
query seed terms.

2. Retrieving Feedback Terms:
Relevant terms are extracted in four steps. First, each
query seed term is sent to web to create a set of feed-
back documents. Arguello et al. [2] used the Wikipedia
corpus for their task. However, we found that using
both Wikipedia and web search engines enhance the
performance. So, we send the query seed terms to
Wikipedia and different web search engines including
Google, MSN, and Yahoo. The set of feedback docu-
ments are tagged and parsed by the Brill Tagger and the
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Charniak Parser in the second step. Then, the degree
of relevance of each term of documents is computed as
follows:

R(t|q0..qk) =
∑

D∈D
P (D)P (t|D)

k∏

i=0

P (qi|D) (2)

The relevant term t can be a word or a chunk in our
implementation. The terms’ relevance score in a doc-
ument D ∈ D is calculated by the probability of the
document D and the probability that document con-
tains the term t and the query term qi while assuming
the query terms independent. The total relevance score
is the sum of the terms score over all documents. Fi-
nally, the terms are ranked in the descending order and
the top k terms are selected.

3. Selecting Opinion Bearing Terms:
The most informative opinion bearing words
for our query expansion task are selected
in five steps while using two well-known
web pages http://www.rateitall.com and
http://www.wikipedia.com as our resource. In
our experiments, rateitall is considered as a set of
opinionative data and wikipedia is used as a set of
factoid data. In the first step, we remove the stop
words. In the next step, the ch-squared function is
used to find the opinionative words. To this end, all
documents in rateitall are annotated as opinionative
data and all documents in wikipedia are annotated as
factoid data. Having a large number of documents
in both classes of opinionative and factoid, we can
use the chi-squared function and find the dependecy
degree of all terms to each class. Since in this task
we need to find the terms that are dependent to the
opinionative class, we only calculate the chi-squared
of all terms and the opinionative class. Chi-squared
of each term in the vocabulary is calculated by the
following formula:

Chi − Squared(ti, c) =

N × (AD − BC)2

(A + C) × (B + D) × (A + B) × (C + D)
(3)

where ti is the ith term, c in our case is the opinion-
ative class, and N is the number of documents in the
collection. A means the number of times where ti oc-
cur in class c, B means the number of times where ti
occurs without c, C means the number of times where
c occurs without ti, and D means the number of times
where neither c nor ti occur. Having the chi-squared
value of all of the terms, in the third step, we rank the
words in descending order. The top words mean that
they are mostly relevant to the opinionative class and

are most likely to occur in an opinionative context. The
only problem of this set of words is that there are a lot
of proper nouns, specially the name of famous peo-
ple, which occur frequently with a high rank in the set.
The most important reason is having many documents
in the opinionative data which present people’s opin-
ions about particular famous characters. The names of
these characters are usually in the top ranks of the set.
As a result, all name entities occurred in the set are re-
moved in the fourth step. Finally, the top l terms are
selected to expand the query.

5 Results

The blog data used in this research is the Blog06 corpus
created by the University of Glasgow[7]. The corpus is a
collection of homepages and permalinks from blog home-
pages monitored over an 11 week period from December
2005 to February 2006. The collection contains 3,215,171
homepages. Since blog documents are user created, the
texts are short, contain noisy documents with many spelling
errors or missing punctuation marks and use uncommon
language.

To evaluate our models, we used the set of TREC2 2006
and TREC 2007 queries from the Blog Retrieval Track.
Each of these query sets contains 50 queries and each query
comes with a topic which is often the target word of the
query. The relevant blog documents for each query are re-
leased by NIST3, so that for each pair of query topic and
blog post the content of the blog post is judged and assigned
a label. Table 1 shows the meaning of different labels used
by NIST for annotating documents.

Table 1. The Scale Used for Document Annotation
Label Relevance Scale

0 Not Relevant
1 Relevant - Not Opinionative
2 Relevant - Negative Opinionative
3 Relevant - Mixed Opinionative
4 Relevant - Positive Opinionative

In the first step of query expansion, the seed terms of
each query were extracted. Then, using the seed terms the
feedback terms were selected. Finally, the top three opin-
ion bearing terms were added to the query. As mentioned
before, to put the final query terms in a weighting schema
like Equation 1, we need three different values as W1, W2,
and W3. In all of our experiments, the following values are
used: W1 = 2, W2 = 1.5, and W3 = 1. Inasmuch as

2http://trec.nist.gov
3National Institute of Science and Technology
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the optimum number of feedback terms to be added to the
query is not self-evident, tests were conducted with several
numbers of feedback terms on Blog06. Figure 1 shows the
Mean Average Precision (MAP) of the document retrieval
for varying numbers of feedback terms. According to the
results, the best MAP is achieved by adding 10 feedback
terms to each query. Hence, this value was used in all fur-
ther experiments.

Figure 1. MAP over different numbers of feedback terms

To evaluate our proposed techniques, we used two cri-
teria. In the first one, the retrieved documents were evalu-
ated based on their relevance to the query without consid-
ering their opinionativeness. On the other words, all of the
documents labeled as 1, 2, 3, or 4 were accepted. Table 2
reports the results of our experiments based on this crite-
rion, in which we use the classic document retrieval with no
query expansion as our baseline. The results of both docu-
ment retrieval (without query expansion and with combined
query expansion) are presented on MAP and Precision at
level 10 (P@10) as two important factors in information re-
trieval evaluation.

As presented in the table, on both data sets (TREC
2006 and TREC 2007) the document retrieval with pro-
posed query expansion significantly outperforms the base-
line. The results show that the improvement achieved on
MAP is more than on P@10, which indicate that our pro-
posed method mostly enhanced the system recall than the
system precision. However, all differences are statistically
significant at the level of p-value< 0.01 based on two tailed
t-tests.

Table 2. Performance of Document Retrieval on TREC
Blog Queries
Queries No Expansion Combined Expansion

MAP P@10 MAP P@10
TREC 2006 0.2737 0.720 0.3668 0.7640
TREC 2007 0.2984 0.7000 0.4292 0.7620

After evaluating the results based on their relevance to
the query, we also evaluate them based on the second cri-

terion. In this scenario, the opinionativeness of the docu-
ments are important as well as their relevance. So, we only
accept the documents that are relevant to the query and also
are opinionative. As our question answering system is an
opinionative question answering system, it is very essential
to retrieve the relevant documents that are opinionative. As
a result, our document retrieval component should be eval-
uated based on the second criterion which considers both
aspects. In order to consider the second criterion, we only
accepted the documents labeled as 2, 3, or 4; and did not
consider the documents labeled as 1.

Figure 2 shows the results of document retrieval based on
different forms of query expansion on two different years
of TREC data, in which they are evaluated based on both
the opinionativeness of documents and their relevance to the
query. The first columns present the result of the retrieval
system with no query expansion. The second columns show
the results of the document retrieval while only the set of
feedback terms is used for query expansion. The third
columns show the results of the document retrieval in which
we only used the set of opinion bearing terms to expand the
query. The last columns are the result of our system using
both feedback terms and opinion bearing terms for query
expansion. The differences between the first and the second
columns represent how feedback terms can improve the sys-
tem performance. The differences between the first and the
third columns also indicate that the opinion bearing words
alone also have positive effects on the results. The above
differences show that each of these two sets plays an impor-
tant role to improve the performance of our system. How-
ever, as we can see from the last columns, we achieved a
very significant improvement in the mean average precision
by combining both types of query expansion. As it is clear
in this figure, although most of the researches only focus on
the relevant terms to expand the query in blog retrieval, it is
not enough for retrieving opinions in high rank.

Figure 2. MAP over different query forms
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In the development of our question answering system we
observed that not only the standard query expansion but also
the new combined version has a significant impact on the
overall performance of the question answering system as
the system has access to more informative data and conse-
quently can extract more accurate answers to the questions.

6 Concluding Remarks

In this paper, we studied query expansion for document
retrieval as it can be found as a part of an opinion question
answering system. We benefited from blog data to access
and retrieve more opinionative information. We proposed a
new method to select opinion bearing terms for query ex-
pansion based on a chi-squared test. This was combined in
a linear weighting scheme with relevant feedback terms ex-
tracted from different search engines and wikipedia. This
new combined query expansion showed a significant im-
provement over standard query expansion.
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