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Abstract—Two extensive research areas in Machine Learning
are classification and prediction. Many approaches have been
focused in the induction of ensemble to increase learning accuracy
of individual classifiers. Recently, new approaches, different to
those that look for accurate and diverse base classifiers, are
emerging. In this paper we present a system made up of two
layers: in the first layer, one ensemble classifier process every
example and tries to classify them; in the second layer, one
individual classifier is induced using the examples that are not
unanimously classified by the ensemble. In addition, the examples
that reach to the second layer incorporate new information
added in the ensemble. Thus, we can achieve some improvement
in the accuracy level, because the second layer can do more
informed classifications. In the experimental section we present
some results that suggest that our proposal can actually improve
the accuracy of the system.

Keywords-hybrid learning, many-layered learning, ensemble
classifiers

I. INTRODUCTION

In Machine Learning, classification and prediction are two
of the most studied tasks because of their utility and rele-
vance. Attending to the number of classifiers involved in the
process, we can consider the individual classifiers (when only
one classifier tries to classify the dataset) and the ensemble
of classifiers, also known as multiple classifier systems [1]
(when some classifiers are usually combined to get a voted
classification).

Something essential to get high quality ensembles, is the
process to induce the base classifiers that make up the en-
semble, because getting accurate and diverse classifiers [2]
is important. Many researches have been directed in this way
but, recently, some other approaches use ensembles that satisfy
those requirements and they go one step forward using them
in different ways. They have used them to build many-layered
systems [3], [4], to get a better performance when relation
between classifiers is known [5], etc.

We will focus this paper in the context of many-layered
learning with the idea of simplifying an existing method by
hybridizing an ensemble classifier with an individual classifier.
It is clear that using more layers in the system leads to a more
complex system and we observed in a previous work [4] that
such complexity is not so worth under some circumstances.

In the next sections (II and III) we will propose our method
to hybridize an ensemble of classifiers with an individual

classifier in order to get a better system attending to the
accuracy factor. In section IV, we will present some exper-
imental results to show how the new method can improve the
performance of isolated ensemble of classifiers and finally, in
section V, we will give some conclusions and future lines to
continue this research.

II. HYBRIDIZING ONE ENSEMBLE CLASSIFIER LAYER

WITH AN INDIVIDUAL CLASSIFIER

At this point, we will describe some previous algorithms in
order to finally introduce the method that we are proposing.

A. Ensemble Classifier

The first piece of the system that we are presenting is an
ensemble classifier. It could be almost any kind of ensemble,
although the one that we will use in our experiments is a very
simple multiple classifier system called m-CIDIM [6].

It is made up of a set of 10 (the number could be changed)
decision trees induced by the algorithm CIDIM (Control
of Induction by sample Division Method) [7], which main
characteristic is the reduced size and high accuracy of the
models. Using CIDIM to induce the base classifiers has one
advantage, because of the fact that the Division Method
includes randomness during the induction of the decision tree,
so the construction of the ensemble can use that property to
increase the diversity of the base classifiers. The combination
of the base classifiers is also very simple, because a standard
voting method is used (uniform voting).

B. Multiple Layered System

We have said that one of the recent paradigms that uses
ensemble classifiers are the multiple layered systems [3].
We developed our own multilayered system based on m-
CIDIM and we called it ML-CIDIM [4]. The most relevant
improvement presented with this method was the use of the
self-information produced inside every ensemble (there is one
ensemble in every layer) to induce the next layer. In Fig. 1
there is a schematic idea of the algorithm.

To summarize the process, the objective of the method is to
include new information that could be used in the next layer.
That information is the classification estimated by each base
classifier in the ensemble, and it only passes to the next layer
when there are discrepancies between base classifiers and the
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Fig. 1. General process of including new information for next layer

ensemble composed by those base classifiers. If one example
(or observation) is classified without discrepancies between the
ensemble and its components, it does not go to the next layer,
because it is supposed that the ensemble is very confident.

Once we have build the training set for the next layer with
the examples not unanimously classified in the previous one, a
new ensemble classifier is induced and it constitutes the next
layer.

In the method that we are proposing in this paper (described
in the next section), additionally to the information given by
every classifier in the ensemble, the combined information
given by the whole ensemble is also interesting, so it is also
included. A schematic diagram about the transformation of
the examples that passes to the next layer is shown in Fig.
2. In order to understand better this figure we introduce some
notation. Examples in the training set for Layer 1 ( L1) have N
attributes (At 1, At 2, . . . , At N ) which would have different
values depending on the example, thus, for the example e L1,
the value of the first attribute would be At 1(e L1) and the
value of the class would be Class(e L1). In the ensemble
there are k base classifiers (C1, . . . , Ck) that combine their
classifications (C1 −Class(e L1), . . . , Ck −Class(e L1)) to
build the ensemble classification (Ens Class(e L1)). The
examples used in the next layer (Layer 2, noted by L2) are
a subset of the examples used in the previous layer including
new information: the classification given by the ensemble and
the individual classifiers.

III. HECIC

Considering the methods previously mentioned, we can now
explain a new method that combines good qualities from them,
trying to develop a simpler and more accurate system.

The main idea is to induce an ensemble of classifiers that
will constitute the first layer of the system. This ensemble

Fig. 2. Details of the process to include new information for next layer

will process every example that it is present in the dataset,
and it will delegate a subset of them to another classifier
that constitutes what we could call the second layer. The
examples that pass from the ensemble classifier (first layer)
to the individual classifier (second and last layer) are those
examples that cause discrepancies in the ensemble.

In other words, after inducing the ensemble using the whole
training set, this set is used again and it is checked by
the ensemble in order to discover which examples do not
get a unanimous classification. These examples pass to the
next layer incorporating new information generated by the
ensemble: the class estimated by each base classifier in the
ensemble and the class estimated by the ensemble itself.

The purpose of the individual classifier in the second layer is
to learn using only the examples that do not reach a consensus.
We could consider that those examples would be difficult to
be evaluated by the ensemble, and we would like to have a
second level that induces new concepts and tries to overcome
the difficulties arisen in the ensemble.

In previous works we used successive layers and all of
them were multiple classifier system, but we could observe
that the models were too complex and incrementing the
number of layers does not worth. The main adaptation that
we have done to such method is using only two layers that
combine or hybridize an ensemble classifier (in the first layer)
and an individual classifier (in the second one). Thus, the
system is not so complex and, as we will show, we preserve
the improvement achieved by means of the new information
generated in the ensemble.
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TABLE I
SUMMARY TABLE FOR DATASETS

UCI name Examples Attribute type Classes

BA Balance scale 625 nominal 3

CA Car evaluation 1728 nominal 4

CH Chess (kr-vs-kp) 3196 nominal 2

IO Ionosphere 351 numerical 2

NU Nursery 12960 nominal 5

A similar process is used when predicting the class of an
observation. This is evaluated by the ensemble and, if the
classification made by every base classifier is unanimous,
the observation is assigned such class. In other case, the
observation passes to the individual classifier (including the
new information induced by the ensemble) and it gives a
classification to such observation.

It could appear that the ensemble is not necessary because if
we need unanimity, we could only consider one base classifier.
But the point is the step that follows when there is no
unanimity. The new information generated by the ensemble
is very useful and the individual classifier in the second layer
takes advantage of that information to do a better informed
prediction.

Before presenting the experimental results, we would like
to point out that the method that we are proposing could use
almost every kind of ensemble in the first layer (not only m-
CIDIM), either homogeneous or heterogeneous [8]. The same
happens with the individual classifiers in the second layer
because it could be any classifier (decision tree, artificial neural
network, naı̈ve bayes, etc.).

IV. EXPERIMENTAL RESULTS

The experiments we have done and the results we have
obtained are now exposed. Before we go on to deal with
particular experiments, let us explain some issues:

• The five datasets we have used are summarized in Table I
that shows the number of examples, the type of attributes,
and the number of values for the class. All these datasets
have been taken from the UCI Machine Learning Repos-
itory [9] and are available online. Most of the datasets
use nominal variables (because the implementation uses
one multiple classifier that can not consider continuous
attributes yet), but we have included one dataset with
numerical attributes that we have previously discretized
(equal-width discretization using 7 buckets). We have
focused on datasets with a great number of examples
because they are more similar to the kind of real datasets
that are being studied recently.

• We have compared the results obtained by an isolated
ensemble classifier (m-CIDIM) with HECIC, where we
hybridize that ensemble classifier with different indi-
vidual classifiers (IB1 [10], C4.5 (J48) [11], Multilayer
perceptron (MLP) [12] and Naı̈ve bayes (NB) [13]).
We only focus our attention on the accuracy, but other

TABLE II
MEAN OF THE ACCURACY USING HECIC

HECIC

m-CIDIM IB1 J48 MLP NB

BA 76.83 75.41 � 75.95 � 79.65 ⊕ 74.08 �
±5.24 ±5.36 ±5.53 ±5.78 ±5.47

CA 90.37 94.10 ⊕ 93.73 ⊕ 96.21 ⊕ 91.71 ⊕
±2.74 ±2.10 ±2.08 ±1.64 ±2.10

CH 99.08 99.40 ⊕ 99.37 ⊕ 99.45 ⊕ 99.02 �
±0.75 ±0.45 ±0.45 ±0.48 ±0.64

IO 90.63 91.08 ⊕ 89.60 � 91.37 � 91.71 ⊕
±4.31 ±4.48 ±5.09 ±4.50 ±4.72

NU 94.46 95.95 ⊕ 95.77 ⊕ 96.71 ⊕ 94.54 �
±3.30 ±3.57 ±3.30 ±3.15 ±3.27

parameters could be considered to make a more extensive
analysis. The implementation used to do the experiments
is offered by weka [14] and we have used the default
configuration for the algorithms.

• For every experiment, the presented average values for
accuracy have been obtained from a 10 x 10 fold cross-
validation. To compare results, a statistical test must be
made [15]. A Wilcoxon test has been conducted using
the results of the cited 10 x 10 fold cross-validation. The
values for that statistical test have been calculated using
the statistical package R [16]. A difference is considered
as significant if the significance level of the Wilcoxon test
is lower than 0.05. We have selected the results obtained
by m-CIDIM as the reference value. Thus, in Table II,
⊕ indicates that the accuracy is significantly better than
the accuracy of m-CIDIM, � signifies that the accuracy
is significantly worse and � signifies that there is no
significant differences. In addition to these comparisons,
the best result for each experiment has been emphasized
using numbers in boldface.

Once we have established the datasets and the configuration
used for each algorithm we can continue giving some conclu-
sions that can be extracted from the results shown in Table
II:

• Accuracy reached by the new method usually outperforms
the accuracy achieved by a single ensemble classifier, in-
dependently of the individual classifier used in the second
layer. In addition, the differences are significant in many
cases. This conclusion makes sense because we have used
the new information generated in the ensemble classifier
to predict the class for the most difficult observations:
those for what ensemble has not a unique prediction, that
is, there are discrepancies.

• The individual classifier that always gets an improvement
for every dataset is the one based on artificial neural
network: the multilayer perceptron (MLP). Moreover,
in almost every dataset (there is only one exception -
ionosphere dataset -) this individual classifier gets the best
accuracy. In future works, we would like to test with other
artificial neural networks to clarify if there is a special
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TABLE III
ACCURACY IN SECOND LAYER OF HECIC

HECIC

m-CIDIM IB1 J48 MLP NB

BA 69.01 67.11 � 67.83 � 72.85 ⊕ 65.28 �
±6.53 ±6.41 ±6.82 ±7.15 ±6.85

CA 70.90 83.20 ⊕ 81.95 ⊕ 90.08 ⊕ 75.36 ⊕
±8.78 ±6.22 ±6.20 ±4.89 ±6.31

CH 91.60 95.15 ⊕ 94.66 ⊕ 95.67 ⊕ 90.89 �
±6.86 ±4.13 ±4.76 ±4.26 ±6.20

IO 74.69 76.69 ⊕ 70.48 � 77.18 ⊕ 78.25 ⊕
±13.81 ±14.70 ±18.60 ±15.17 ±17.21

NU 70.82 84.45 ⊕ 82.82 ⊕ 88.89 ⊕ 73.89 ⊕
±13.50 ±7.95 ±6.90 ±6.33 ±6.94

synergy between this kind of classifier and the method
we are proposing.

In order to see with more details what happens with the
examples that pass to the second layer, we have studied the
changes on accuracy achieved using only the examples that
are not unanimously classified in the ensemble layer. Thus, in
Table III we can see how the accuracy improvement is much
more relevant in some cases. The same conclusions previously
cited can be reached with these data, but the results are even
better than in the global scenario, because we are focusing in
the subset of observations that are really affected.

We have stated, inspecting the induced models in both
layers, that the new generated information in the ensemble
is actually used in the second layer. So we can say that the
individual classifier in the second layer can benefit and do
more informed classification because of that new information.

V. CONCLUSION

This paper introduces HECIC, a method that improves the
performance of a multiple classifier system, located in a first
layer, by using the new information created by the ensemble
itself to create an individual classifier in a second layer. Every
time a new observation must be classified, the system tries to
get a response from the ensemble, but the solution could be not
unanimous. In that case the individual classifier, induced in a
second layer, tries to give the response using that observation
and the new information generated in the ensemble.

The method that we are proposing in this paper to improve
multiple classifier systems, called HECIC, is based on decision
trees induced by the algorithm called CIDIM, but it can also be
extended to different machine learning algorithms. Thus, one
of our future lines of research is the study of the improvement
that can be achieved by using this method with other multiple
classifier systems (bagging, boosting, etc.) and different base
classifiers (decision trees, neural networks, etc.).

Our aim of extending HECIC involves other issues like the
characterization of the kind of problems that best fit with the
different types of classifiers or studying how this approach can
improve the performance in the presence of missing values.

Finally, since we have observed better results when hy-
bridizing the ensemble classifier with an artificial neural
network model in the second layer, we pretend to study the
existence of some kind of synergy between them.
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