INSTICC PRESS

BIOSIGNALS 2008

International Conference on
Bio-inspired Systems and Signal Processing

Proceedings

Volume |

Funchal, Madeira - Portugal - 28 - 3| January, 2008

TECHNICAL CO-SPONSORSHIP BY

QIEEE EMB [@/sicarT

CO-ORGANIZED BY IN COOPERATION WITH

IFAsTICC e y.

I
UNIVERSIDADE da MADEIRA

bbb

/o



BIOSIGNALS 2008

Proceedings of the
First International Conference on
Bio-inspired Systems and Signal Processing

Volume 1

Funchal, Madeira - Portugal

January 28 — 31, 2008

Co-organized by
INSTICC - Institute for Systems and Technologies of Information,
Control and Communication
and
UMA - University of Madeira

Technical Co-sponsorship by
IEEE EMB — Engineering in Medicine and Biology Society
and
ACM SIGART- Special Interest Group on Artificial Intelligence

In Cooperation with
AAAI — Association for the Advancement of Artificial Intelligence



Copyright © 2008 INSTICC — Institute for Systems and Technologies of

Information, Control and Communication
All rights reserved

Edited by Pedro Encarnacao and Anténio Veloso

Printed in Portugal
ISBN: 978-989-8111-18-0
Deposito Legal: 268555/07

http://www.biosignals.org

secretariat@biosignals.org

BIOSIGNALS is part of BIOSTEC — International Joint Conference on Biomedical Engineering
Systems and Technologies



BRIEF CONTENTS

INVITED SPEAKERS.......utttiitteiitteeiteentteesteeensseeesseeensseeesseessseessssesssssesssseesssseessssessssessnsseesnseesns v
ORGANIZING AND STEERING COMMITTEES ......ceteiiuiiieeeiiieeeenureeeeenrseeessssseeeesssseeessssssesssssssessennnns A%
PROGRAM COMMITTEE .....uttieiiiiiesiieenitieesiteeeniteeesittessiteesiteessseessteesaseeesaseeessseesssseessnseessnseesnsseesns VI
AUXILIARY REVIEWERS .....cutiiiiiiiiiieeiiteesitee ettt e stteesieeesteeessseeessseeensseessseesnsseessseesssseessssessnnses Vil
SELECTED PAPERS BOOK .....cciiiiiiiiiiiiiee ettt e e et e e et e e e snaaaeeeeaaaaesensaeeeesnnnaaaeens VIII
OFFICTAL CARRIER ...c.uttttiuitteeiteestteesieeesiteeesateeesateeessseessaseesnsseessseessseesnsseesssseesnssessnseeesnseesnases VI
FOREWORD.....coiiiiitiiiiiiitee ettt ettt e ettt e e ettt e e e s bt e e e sabbeeesessbbeeeenassaeeesnnsbeeeseatneeeanns IX
CONTENTS ettt eittteeeetteeeeettteeeestreeeeaassaaeeeasssaeaeaasssseaeanssssaesasssseeeaanssseessasssseesansssneessnssseeesnnssseeeanns XI

I



INVITED SPEAKERS

Sérgio Cerutti
Polytechnic University of Milan

Italy

Kevin Warwick
University of Reading
UK.

Fernando Henrique Lopes da Silva
University of Amsterdam

The Netherlands

Vipul Kashyap
Partners HealthCare System, Clinical Informatics R&D

US.A.

David Hall
Research Triangle Institute in North Carolina

US.A.

Albert Cook
University of Alberta, Faculty of Rehabilitation Medicine

Canada

v



ORGANIZING AND STEERING COMMITTEES

CONFERENCE CO-CHAIRS

Ana Fred, IST- Technical University of Lisbon, Portugal
Joaquim Filipe, INSTICC / Polytechnic Institute of Setubal, Portugal
Hugo Gamboa, Telecommunications Institute, Portugal

Jorge Cardoso, University of Madeira - UMA / Madeira, Portugal

PROGRAM CO-CHAIRS
Pedro Encarnagao, Catholic Portuguese University, Portugal

Anténio Veloso, FMH, Universidade Técnica de Lisboa, Portugal

LOoCAL CHAIR

Paulo Sampaio, University of Madeira - UMA, Portugal

PROCEEDINGS PRODUCTION
Paulo Brito, INSTICC, Portugal
Marina Carvalho, INSTICC, Portugal
Helder Coelhas, INSTICC, Portugal
Vera Coelho, INSTICC, Portugal
Andreia Costa, INSTICC, Portugal
Bruno Encarnacdo, INSTICC, Portugal
Barbara Lima, INSTICC, Portugal
Vitor Pedrosa, INSTICC, Portugal
Vera Rosario, INSTICC, Portugal

Moénica Saramago, INSTICC, Portugal

CD-ROM PRODUCTION

Paulo Brito, INSTICC, Portugal

GRAPHICS PRODUCTION AND WEB DESIGNER

Marina Carvalho, INSTICC, Portugal

SECRETARIAT AND WEBMASTER

Marina Carvalho, INSTICC, Portugal




PROGRAM COMMITTEE

Andrew Adamatzky, University of the West of
England, Bristol, U.K.

Cedric Archambeau, University College London,
UK.

Magdy Bayoumi, University of Louisiana, U.S.A.
Peter Bentley, University College London, U.K.
Paolo Bonato, Harvard Medical School, U.S.A.

Marleen de Bruijne, University of Copenhagen,
Denmark

Zehra Cataltepe, Istanbul Technical University,
Turkey

Gert Cauwenberghs, University of California San
Diego, U.S.A.

Mujdat Cetin, Sabanci University, Turkey

Wael El-Deredy, University of Manchester, U.K.
Eran Edirisinghe, Loughborough University, U.K.
Eugene Fink, Carnegie Mellon University, U.S.A.

Luc Florack, Eindhoven University of Technology,
the Netherlands

David Fogel, Natural Selection, Inc., U.S.A.
Alejandro Frangi, Universitat Pompeu Fabra, Spain

Sebastia Galmés, Universitat de les Illes Balears,
Spain

Aaron Golden, National University of Ireland,
Galway, Ireland

Rodrigo Guido, University of Sao Paulo, Brazil
Bin He, University of Minnesota, U.S.A.
Roman Hovorka, University of Cambridge, U.K.

Helmut Hutten, Graz University of Technology,
Austria

Christopher James, University of Southampton, U.K.
Lars Kaderali, University of Heidelberg, Germany
Gunnar W. Klau, Free University Berlin, Germany

Alex Kochetov, Institute of Cytology and Genetics,
Russian Federation

T. Laszlo Koczy, Budapest University of Technology
and Economics, Hungary

Georgios Kontaxakis, Universidad Politécnica de
Madrid, Spain

Igor Kotenko, St. Petersburg Institute for Informatics
and Automation, Russian Federation

Narayanan Krishnamurthi, Arizona State
University, U.S.A.

Arjan Kuijper, RICAM, Austria
Andrew Laine, Columbia University, U.S.A.
Anna T. Lawniczak, University of Guelph, Canada

Jason J. S. Lee, National Yang-Ming University,
Taiwan, Province of China

Kenji Leibnitz, Osaka University, Japan

Marco Loog, University of Copenhagen, Denmark
David Lowe, Aston University, U.K.

Mahdi Mahfouf, The University of Sheffield, U.K.
Luigi Mancini, Universita di Roma La Sapienza, Italy
Elena Marchiori, VUA, the Netherlands

Fabio Martinelli, [IT-CNR, Italy

Martin Middendorf, University of Leipzig, Germany

Mariofanna Milanova, University of Arkansas at
Little Rock, U.S.A.

Charles Mistretta, University of Wisconsin, U.S.A.
Gabor Mocz, University of Hawaii, U.S.A.

Kayvan Najarian, University of North Carolina at
Charlotte, U.S.A.

Tadashi Nakano, University of California, Irvine,
U.S.A.

Asoke K. Nandi, The University of Liverpool, U.K.
Antti Niemisto, Institute for Systems Biology, U.S.A.
Maciej J. Ogorzalek, Jagiellonian University, Poland

Kazuhiro Oiwa, National Institute of Information and
Communications Technology, Japan

Jean-Chistophe Olivo-Marin, Institut Pasteur, France
Ernesto Pereda, University of La Laguna, Spain
Leif Peterson, The Methodist Hospital, U.S.A.

Gert Pfurtscheller, Graz University of Technology,
Austria

Vitor Fernao Pires, ESTSetubal / IPS, Portugal
Chi-Sang Poon, MIT, U.S.A.
José Principe, University of Florida, U.S.A.

VI



PROGRAM COMMITTEE (CONT.)

Chi-Sang Poon, MIT, U.S.A.

Nikolaus Rajewsky, Max Delbruck Center for
Molecular Medicine, Germany

Dick de Ridder, Delft University of Technology,
the Netherlands

Joel Rodrigues, Institue of Telecommunications /
University of Beira Interior, Portugal

Marcos Rodrigues, Sheffield Hallam University,
UK.

Virginie Ruiz, University of Reading, U.K.
Heather Ruskin, Dublin City University, Ireland

William Zev Rymer, RIC/Northwestern University,
U.S.A.

Gerald Schaefer, Aston University, U.K.

Dragutin Sevic, Institute of Physics, Belgrade, Serbia
Iryna Skrypnyk, University of Jyvaskyla, Finland
Alan A. Stocker, New York University, U.S.A.

Jun Suzuki, University of Massachusetts, Boston,
U.S.A.

Andrzej Swierniak, Silesian University of
Technology, Poland

Boleslaw Szymanski, RPI, U.S.A.

Asser Tantawi, IBM, U.S.A.

Lionel Tarassenko, University of Oxford, U.K.
Gianluca Tempesti, University of York, U.K.

Anna Tonazzini, Consiglio Nazionale delle
Ricerche - CNR, Italy

Duygu Tosun, Laboratory of Neuro Imaging, U.S.A.

Bart Vanrumste, Katholieke Hogeschool Kempen,
Belgium

Didier Wolf, CRAN CNRS UMR 7039, France

Andrew Wood, Swinburne University of Technology,
Australia

Guang-Zhong Yang, Imperial College London, U.K.
Eckart Zitzler, ETH Zurich, Switzerland

AUXILIARY REVIEWERS

Qi Duan, Columbia University, U.S.A.

Soo-Yeon Ji, Virginia Commonwealth University,
U.S.A.

Yuri Orlov, Genome Institute of Singapore, Singapore

Ting Song, Columbia University, U.S.A.
Bruno N. Di Stefano, Nuptek Systems Ltd., Canada

Vil



SELECTED PAPERS BOOK

A number of selected papers presented at BIOSIGNALS 2008 will be published by Springer, in a book entitled
Biomedical Engineering Systems and Technologies. This selection will be done by the conference co-chairs and
program co-chairs, among the papers actually presented at the conference, based on a rigorous review by the
BIOSTEC 2008 program committee members.

OFFICIAL CARRIER

P TAPPORTUGAL

VIII


http://www.grapp.org/Travelling_TAP.htm

FOREWORD

This volume contains the proceedings of the First International Conference on Bio-inspired Systems and
Signal Processing (BIOSIGNALS 2008), organized by the Institute for Systems and Technologies of
Information Control and Communication (INSTICC) and the University of Madeira, technically
co-sponsored by the IEEE Engineering in Medicine and Biology Society (EMB) and in
cooperation with AAAL

The purpose of the International Conference on Bio-inspired Systems and Signal Processing is to bring
together researchers and practitioners from multiple areas of knowledge, including biology,
medicine, engineering and other physical sciences, interested in studying and using models and
techniques inspired from or applied to biological systems. A diversity of signal types can be found
in this area, including image, audio and other biological sources of information. The analysis and
use of these signals is a multidisciplinary area including signal processing, pattern recognition and

computational intelligence techniques, amongst others.

BIOSIGNALS is one of three integrated conferences that are co-located and constitute the
International Joint Conference on Biomedical Engineering Systems and Technologies (BIOSTEC).
The other two component conferences are HEALTHINF (International Conference on Health
Informatics) and BIODEVICES (International Conference on Biomedical Electronics and

Devices).

The joint conference, BIOSTEC, has received 494 paper submissions from more than 40 countries
in all continents. 65 papers were published and presented as full papers, i.e. completed work (8
pages/30” oral presentation), 189 papers reflecting work-in-progress or position papers wete
accepted for short presentation, and another 86 contributions were accepted for poster
presentation. These numbers, leading to a “full-paper” acceptance ratio below 14% and a total oral
paper presentations acceptance ratio below 52%, show the intention of preserving a high quality

forum for the next editions of this conference.

The conference included a panel and six invited talks delivered by internationally distinguished
speakers, namely: Sergio Cerutti, Kevin Warwick, F. H. Lopes da Silva, Vipul Kashyap, David Hall
and Albert Cook. Their participation has positively contributed to reinforce the overall quality of
the Conference and to provide a deeper understanding of the field of Biomedical Engineering

Systems and Technologies.

The proceedings of the conference will be indexed by several major indices including DBLP,
INSPEC and ISI-Proceedings and it will also be submitted for indexing to EI. A book with the
revised versions of a short list of selected papers from the conference will be published by
Springer-Verlag in the new CS book series: Communications in Computer and Information Science
(CCIS). Additionally, a special issue of the IEEE Transactions on Biomedical Circuits and Systems

will be edited based on the very best papers of the conference.

IX



FOREWORD (CONT.)

The program for this conference required the dedicated effort of many people. Firstly, we must
thank the authors, whose research and development efforts are recorded here. Secondly, we thank
the members of the program committee and the additional reviewers for their diligence and expert
reviewing. Thirdly, we thank the keynote speakers for their invaluable contribution and for taking
the time to synthesise and prepare their talks. Fourthly, we thank the program chairs, Pedro
Encarnagao and Anténio Veloso, whose collaboration was much appreciated. Finally, special
thanks to all the members of the INSTICC team, especially Marina Carvalho at the conference
secretariat, and the local organising committee from the University of Madeira, especially Jorge
Cardoso and Paulo Sampaio, whose collaboration was fundamental for the success of this

conference.

This year, the organization will distribute two paper awards at the conference closing session: the
best paper award and the best student paper award. The decision was mainly based on the paper

classifications provided by the Program Committee.

We wish you all an exciting conference and an unforgettable stay in the lovely island of Madeira.
We hope to meet you again next year for the 2™ BIOSIGNALS, details of which are available at
http:/ /www.biosignals.org.

Joaquim Filipe
INSTICC/Polytechnic Institute of Setubal
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MULTIVARIATE, MULTIORGAN

AND MULTISCALE INTEGRATION OF INFORMATION

Abstract:

IN BIOMEDICAL SIGNAL PROCESSING

Sergio Cerutti
Department of Bioengineering, Polytechnic University, Milano, Italy
sergio.cerutti@polimi.it

Biomedical signals carry important information about the behavior of the living systems under studying. A
proper processing of these signals allows in many instances to obtain useful physiological and clinical
information. Many advanced algorithms of signal and image processing have recently been introduced in
such an advanced area of research and therefore important selective information is obtainable even in
presence of strong sources of noise or low signal/noise ratio. Traditional stationary signal analysis together
with innovative methods of investigation of dynamical properties of biological systems and signals in
second-order or in higher-order approaches (i.e., in time-frequency, time-variant and time-scale analysis, as
well as in non linear dynamics analysis) provide a wide variety of even complex processing tools for
information enhancement procedures. Another important innovative aspect is also remarked: the integration
between signal processing and modeling of the relevant biological systems is capable to directly attribute
patho-physiological meaning to the parameters obtained from the processing and viceversa the modeling
fitting could certainly be improved by taking into account the results from signal processing procedure.
Such an integration process could comprehend parameters and observations detected at different scales, at
different organs and with different modalities. This approach is reputed promising for obtaining an olistic
view of the patient rather than an atomistic one which considers the whole as a simple sum of the single

component parts.

BRIEF BIOGRAPHY

Sergio Cerutti is Professor in Biomedical Signal and
Data  Processing at the Department of
Bioengineering of the Polytechnic University in
Milano, Italy. In the period 2000-2006 he has been
the Chairman of the same Department. His research
interests are mainly in the following topics:
biomedical signal processing (ECG, blood pressure
signal and respiration, cardiovascular variability
signals, EEG and evoked potentials), neurosciences
and cardiovascular modelling. In his research
activity he has put emphasis on the integration of
information at different modalities, at different
sources and at different scales in various
physiological systems. Since 1983 he has taught a
course at a graduate and a doc level on Biomedical
Signal Processing and Modelling at Engineering
Faculties (Milano and Roma) as well as at
Specialisation Schools of Medical Faculties (Milano
and Roma). He has been Elected Member of IEEE-
EMBS AdCom (Region 8) in the period 1993-1996.

He is actually Fellow Member of IEEE and of
EAMBES and Associate Editor of IEEE Trans
BME. He is a member of the Steering Committee of
the IEEE-EMBS Summer School on Biomedical
Signal Processing: he was the local organiser of four
Summer Schools held in Siena. He has been Visiting
Professor at Harvard-MIT Division Health Science
and Technology, Boston, USA for an overall period
of 1 year. He is the Author of more than 400
international scientific contributions (more than 180
on indexed scientific journals).

1 INTRODUCTION

Biomedical signals and imaging carry important
information about the behavior of the living systems
under studying. A proper processing of these signals
and images allow in many instances to obtain useful
physiological and clinical information. Actually,
many advanced algorithms of digital signal and
image processing are at disposal and therefore
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important selective information is now obtainable
even in presence of strong sources of noise or low
signal/noise ratio. In most of the cases it is not sure
whether such sources might derive even by complex
and unknown interactions with other biological
systems whose implications could be important from
the physiological or clinical standpoints. Traditional
stationary signal analysis together with innovative
methods of investigation of dynamical properties of
biological systems and signals in second-order or in
higher-order approaches (i.e., in time-frequency,
time-variant and time-scale analysis, as well as in
non linear dynamics analysis) provide a wide variety
of even complex processing tools for information
enhancement procedures in the challenging studying
of a better explanation of many physiological and
clinical phenomena.

2 INTEGRATION BETWEEN
SIGNAL PROCESSING AND
PHYSIOLOGICAL MODELING

Another important innovative aspect to improve the
information content from biomedical data is
constituted by the integration between signal
processing and modeling of the relevant biological
systems, thus directly attributing patho-physiological
meaning to the model parameters obtained from the
processing; and, viceversa, the modeling fitting
could certainly be improved by taking into account
the results from signal/image processing procedures.

3 MONOVARIATE AND
MULTIVARIATE SIGNAL
PROCESSING

Other kinds of integration may be fulfilled, taking
into account more signals from the same system in a
multivariate way (i.e. from a single-lead vs
multichannel EEG or ECG analysis) and combining
also the action of different systems such as
autonomic nervous system, cardiovascular and
respiratory systems, etc. Sleep is a formidable
example of multiorgan involvement in both
physiological (sleep staging and correlation with
cardiorespiratory ~ system) and  pathological
conditions (sleep apnea, sleep deprivation, restless
leg syndrome and so on).
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4 MULTISCALE APPROACH

Further, modern rehabilition techniques (motor and
/or cognitive) make use actually of objective indices
obtained from the patient’s biosignals and images to
better “personalize” rehabilitation protocols (from
EEG, EP’s, ERP’s, MRI, fMRI, NIRS, etc). In
neurosciences such an integration process could
comprehend parameters and observations detected
also at different scales, from genome and proteome
up to the single organ and to the entire body
compartment. Examples will be described where an
animal model (murine model) is developed by
alterating a gene putative to a determined patholopy
(i.e.epilepsy) and changes in EEG signals are studied
(spike/wave occurrences and modifications in signal
power bands). In clinical applications, it is worth
mentioning the important data fusion which could be
fulfilled by the integration of simultaneous EEG
recordings and fMRI in some epileptic patients
during inter-critical or critical events.

Finally, another important integration can be
obtained along different observation scales.
Traditionally, biological signal analysis is carried
out at the level of organ or system to be investigated
(i.e., ECG or EEG signal, arterial blood pressure,
respiration and so on). It is very clear the advantage
of correlating this information with that one obtained
about the same system, but at different scale level,
i.e. at cellular level or even at subcellular level (for
example, analyzing possible genetic correlates or
typical patterns of proteins or even DNA/RNA
sequences). Biomedical engineering as a dedicated
discipline may strongly contribute to this multiscale
information processing

Along this approach line, even the long-QT
syndrome, can be efficiently studied at different
scale level: a mutation in a portion of gene SCN5SA
which presents a phenotype compatible to long-QT3
type, is known to produce an altered function of Na+
channels. Through a proper model which describes
the functioning of ventricular cells is possible to
evidence that this alteration may induce a
prolongation of QT duration, as detected on ECG
tracing. This event is further correlated with an
increased risk of ventricular tachyarrhythmias.
Hence, the path is completed: from the genetic
expression up to the disease manifestation (Clancy
and Rudy, 1999), (Priori ey al.,, 2003). Many
different signal processing and modeling are
involved in this paradigmatic example: an
integration along the various scales of observation
may undoubtedly contribute to a  better



understanding of the complex pathophysiological
correlates.

A great effort is on course nowadays for creating
very large databases and networking of models and
technologies for integrating such information
(Physiome project (Hunter et al., 2002), (Rudy,
2000) to be connected with Genome and Proteome
projects and Virtual Physiological Human project —
VPH — which is inserted into the activities of the 7"
Framework Programme of EU).

Other examples are constituted by the studying of
the profile of expressed proteins in 2D-gel supports,
or after mass-spectrometry analysis, relative to a
variety of pathologies (i.e. epilepsy, peripheral
neuropathies or Amyotrophic Lateral Sclerosis
(ALS), or in oncological studies) thus singling out
the set of proteins which present a correlate with the
pathology in respect to the control group.

This overall approach is reputed promising for
obtaining an olistic view of the patient rather than an
atomistic one which considers the whole as a simple
sum of the single component parts.
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In this paper an attempt has been made to take a look at how the use of implant and electrode technology
can now be employed to create biological brains for robots, to enable human enhancement and to diminish
the effects of certain neural illnesses. In all cases the end result is to increase the range of abilities of the
recipients. An indication is given of a number of areas in which such technology has already had a profound
effect, a key element being the need for a clear interface linking the human brain directly with a computer.
An overview of some of the latest developments in the field of Brain to Computer Interfacing is also given
in order to assess advantages and disadvantages. The emphasis is clearly placed on practical studies that
have been and are being undertaken and reported on, as opposed to those speculated, simulated or proposed
as future projects. Related areas are discussed briefly only in the context of their contribution to the studies
being undertaken. The area of focus is notably the use of invasive implant technology, where a connection is
made directly with the cerebral cortex and/or nervous system.

Tests and experimentation which do not involve human subjects are invariably carried out a priori to
indicate the eventual possibilities before human subjects are themselves involved. Some of the more
pertinent animal studies from this area are discussed including our own involving neural growth. The paper
goes on to describe human experimentation, in which neural implants have linked the human nervous
system bi-directionally with technology and the internet. A view is taken as to the prospects for the future
for this implantable computing in terms of both therapy and enhancement.
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1 INTRODUCTION

Research is being carried out in which biological
signals of some form are measured, are acted upon
by some appropriate signal processing technique and
are then employed either to control a device or as an
input to some feedback mechanism (Penny et al.,
2000), (Roitberg, 2005). In many cases necural
signals are employed, for example
Electroencephalogram (EEG) signals can be
measured externally to the body, using externally
adhered electrodes on the scalp (Wolpaw et al.,
1990) and can then employed as a control input.
Most likely this is because the procedure is
relatively simple from a research point of view and
is not particularly taxing on the researchers
involved. However, reliable interpretation of EEG
data is extremely complex — partly due to both the
compound nature of the multi-neuronal signals being
measured and the difficulties in recording such
highly attenuated

In the last few years interest has also grown in the
use of real-time functional Magnetic Resonance
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Imaging (fMRI) for applications such as computer
cursor control. This typically involves an individual
activating their brain in different areas by
reproducible thoughts (Warwick, 2007) or by
recreating events (Pan et al., 2007). Alternatively
fMRI and EEG technologies can be combined so
that individuals can learn how to regulate Slow
Cortical Potentials (SCPs) in order to activate
external devices (Hinterberger et al., 2005). Once
again the technology is external to the body. It is
though relatively expensive and cumbersome.

It is worth noting that external monitoring of neural
signals, by means of either EEG analysis or indeed
fMRI, leaves much to be desired. Almost surely the
measuring technique considerably restricts the user’s
mobility and, as is especially the case with fMRI, the
situation far from presents a natural or comfortable
setting. Such systems also tend to be relatively slow,
partly because of the nature of recordings via the
indirect connection, but also because it takes time
for the individual themselves to actually initiate
changes in the signal. As a result of this,
distractions, both conscious and sub-conscious, can
result in false indicators thus preventing the use of
such techniques for safety critical, highly dynamic
and, to be honest, most realistic practical
applications. Despite this, the method can enable
some individuals who otherwise have extremely
limited communication abilities to operate some
local technology in their environment, and, in any
case, it can serve as a test bed for a more direct and
useful connection.

The definition of what constitutes a Brain-Computer
Interface (BCI) is extremely broad. A standard
keyboard could be so regarded. It is clear however
that various wearable computer techniques and
virtual reality systems, e.g. glasses containing a
miniature computer screen for a remote visual
experience (Mann, 1997), are felt by some
researchers to fit this category. Although it is
acknowledged that certain body conditions, such as
stress or alertness, can be monitored in this way, the
focus of this paper is on bidirectional BCIs and is
more concerned with a direct connection between a
biological brain and technology, and ultimately a
human and technology.

2 INVIVO STUDIES

Non-human animal studies can be considered to be a
pointer for what is potentially achievable with
humans in the future. As an example, in one
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particular animal study the extracted brain of a
lamprey, retained in a solution, was used to control
the movement of a small wheeled robot to which it
was attached (Reger et al., 2000). The lamprey
innately exhibits a response to light reflections on
the surface of water by trying to align its body with
respect to the light source. When connected into the
robot body, this response was utilised by
surrounding the robot with a ring of lights. As
different lights were switched on and off, so the
robot moved around its corral, trying to position
itself appropriately.

Meanwhile in studies involving rats, a group of rats
were taught to pull a lever in order to receive a
suitable reward. Electrodes were then chronically
implanted into the rats’ brains such that the reward
was proffered when each rat thought (one supposes)
about pulling the lever, but before any actual
physical movement occurred. Over a period of days,
four of the six rats involved in the experiment
learned that they did not in fact need to initiate any
action in order to obtain a reward; merely thinking
about it was sufficient (Chapin, 2004).

In another series of experiments, implants consisting
of microelectrode arrays have been positioned into
the frontal and parietal lobes of the brains of two
female rhesus macaque monkeys. Each monkey
learned firstly how to control a remote robot arm
through arm movements coupled with visual
feedback, and it is reported that ultimately one of the
monkeys was able to control the arm using only
brain derived neural signals with no associated
physical movement. Notably, control signals for the
reaching and grasping movements of the robotic arm
were derived from the same set of implanted
electrodes (Carmena et al., 2003), (Nicolelis et al.,
2000).

Such promising results from animal studies have
given the drive towards human applications a new
impetus.

3 ROBOT WITH A BIOLOGICAL
BRAIN

Human concepts of a robot may involve a little
wheeled device, perhaps a metallic head that looks
roughly human-like or possibly a biped walking
robot. Whatever the physical appearance our idea
tends to be that the robot might be operated remotely
by a human, or is being controlled by a simple
programme, or even may be able to learn with a



microprocessor/computer as its brain. We regard a
robot as a machine.

In a present project neurons are being cultured in a
laboratory in Reading University to grow on and
interact with a flat multi-electrode array. The neural
culture, a biological brain, can be electronically
stimulated via the electrodes and its trained response
can be witnessed.

The project now involves networking the biological
brain to be part of a robot device. In the first
instance this will be a small wheeled robot. The
input (sensory) signals in this case will be only the
signals obtained from the wheeled robot’s ultrasonic
sensors. The output from the biological brain will be
used to drive the robot around. The goal of the
project initially will be to train the brain to drive the
robot forwards without bumping into any object.
Secondly, a separate biological brain will be grown
to be the thinking process within a robot head (called
Morgui) which houses 5 separate sensory inputs.

What this means is that the brain of these robots will
shortly be a biological brain, not a computer. All the
brain will know is what it perceives from the robot
body and all it will do will be to drive the robot body
around or control the robot head respectively. The
biological brain will, to all intents and purposes, be
the brain of the robot. It will have no life, no
existence outside its robotic embodiment.

Clearly this research alters our concept of what a
robot is, particularly in terms of ethical and
responsibility issues. If a role of animal research is
to open up possibilities for future human trials, then
in this case the research could well be opening a
window on the ultimate possibility of human
neurons being employed in a robot body. All the
‘human’ brain would know would be its life as a
robot.

4 HUMAN APPLICATION

At the present time the general class of Brain-
Computer Interfaces (BCIs) for humans, of one form
or another, have been specifically developed for a
range of applications including military weapon and
drive systems, personnel monitoring and for games
consoles. However, by far the largest driving force
for BCI research to date has been the requirement
for new therapeutic devices such as neural
prostheses.

The most ubiquitous sensory neural prosthesis in
humans is by far the cochlea implant (Fin and

LoPresti, 2003). Here the destruction of inner ear
hair cells and the related degeneration of auditory
nerve fibres results in sensorineural hearing loss. As
such, the prosthesis is designed to elicit patterns of
neural activity via an array of electrodes implanted
into the patient’s cochlea, the result being to mimic
the workings of a normal ear over a range of
frequencies. It is claimed that some current devices
restore up to approximately 80% of normal hearing,
although for most recipients it is sufficient that they
can communicate to a respectable degree without the
need for any form of lip reading. The typically
modest success of cochlea implantation is related to
the ratio of stimulation channels to active sensor
channels in a fully functioning ear. Recent devices
consist of up to 32 channels, whilst the human ear
utilises upwards of 30,000 fibres on the auditory
nerve. There are now reportedly well over 10,000 of
these prostheses in regular operation.

Studies investigating the integration of technology
with the human central nervous system have varied
from merely diagnostic to the amelioration of
symptoms (Warwick and Gasson, 2004). In the last
few years some of the most widely reported research
involving human subjects is that based on the
development of an artificial retina (Rizzo, 2001).
Here, small electrode arrays have been successfully
implanted into a functioning optic nerve. With direct
stimulation of the nerve it has been possible for the
otherwise blind recipient to perceive simple shapes
and letters. The difficulties with restoring sight are
though several orders of magnitude greater than
those of the cochlea implant simply because the
retina contains millions of photodetectors that need
to be artificially replicated. An alternative is to
bypass the optic nerve altogether and use cortical
surface or intracortical stimulation to generate
phosphenes (Dobelle, 2000).

Most invasive BCIs monitor multi-neuronal
intracortical action potentials, requiring an interface
which includes sufficient processing in order to
relate recorded neural signals with movement intent.
Problems incurred are the need to position electrodes
as close as possible to the source of signals, the need
for long term reliability and stability of interface in
both a mechanical and a chemical sense, and
adaptivity in signal processing to deal with
technological and neuronal time dependence.
However, in recent years a number of different
collective assemblies of microelectrodes have been
successfully employed both for recording and
stimulating neural activity. Although themselves of
small scale, nevertheless high density
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connectors/transmitters are required to shift the
signals to/from significant signal processing and
conditioning devices and also for onward/receptive
signal transmission.

Some research has focussed on patients who have
suffered a stroke resulting in paralysis. The most
relevant to this paper is the use of a 3" generation’
brain implant which enables a physically incapable
brainstem stroke victim to control the movement of
a cursor on a computer screen (Kennedy, 2000),
(Kennedy, 2004). Functional Magnetic Resonance
Imaging (fMRI) of the subject’s brain was initially
carried out to localise where activity was most
pronounced whilst the subject was thinking about
various movements. A hollow glass electrode cone
containing two gold wires and a neurotrophic
compound (giving it the title ‘Neurotrophic
Electrode’) was then implanted into the motor
cortex, in the area of maximum activity. The
neurotrophic compound encouraged nerve tissue to
grow into the glass cone such that when the patient
thought about moving his hand, the subsequent
activity was detected by the electrode, then
amplified and transmitted by a radio link to a
computer where the signals were translated into
control signals to bring about movement of the
cursor. With two electrodes in place, the subject
successfully learnt to move the cursor around by
thinking about different movements. Eventually the
patient reached a level of control where no
abstraction was needed — to move the cursor he
simply thought about moving the cursor. Notably,
during the period that the implant was in place, no
rejection of the implant was observed; indeed the
neurons growing into the electrode allowed for
stable long-term recordings.

Electronic neural stimulation has proved to be
extremely successful in other areas, including
applications such as the treatment of Parkinson’s
disease symptoms. With Parkinson’s Disease
diminished levels of the neurotransmitter dopamine
cause over-activation in the ventral posterior nucleus
and the subthalamic nucleus, resulting in slowness,
stiffness, gait difficulties and hand tremors. By
implanting electrodes into the subthalamic nucleus
to provide a constant stimulation pulse, the over
activity can be inhibited allowing the patient, to all
external intents and purposes, to function normally
(Pinter et al., 1999).
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Ongoing research, funded by the UK Medical
Research Council, is investigating how the onset of
tremors can be accurately predicted such that merely
a stimulation current burst is required rather than a
constant pulsing (Gasson et al., 2005: pp.16/1-16/4).
This has implications for battery inter-recharge
periods as well as limiting the extent of in-body
intrusive signalling. The deep brain stimulator can
be used to collect local field potential (LFP) signals
generated by the neurons around the deep brain
electrodes (Gasson et al., 2005: pp.16/1-16/4).
Determining the onset of events can be investigated
by using fourier transforms to transfer the time
based signal to a frequency based spectrogram to
determine the change in frequency at the critical
time period. However, in addition to that, the
frequency changes in the period of time immediately
prior to the tremor occurrence can give important
information.

Fig.1 shows the results of an initial attempt to train
an artificial neural network to indicate not only that
a Parkinsonian tremor is present but also that one is
very likely to occur in the near future. The aim of
this research is that, once a reliable predictor has
been obtained, the stimulating pulsing will only be
enacted when a tremor is predicted, in order to stop
the actual physical tremor occurring before it even
starts in the first place.

The bottom trace in Fig.1 shows emg (muscular)
signals, measured externally, associated with
movement due to the tremors. It can be seen that the
tremors in this incident actually start at around the
45 to 50 second point. The trace just above this
indicates the corresponding electrical data measured
as deep brain Local Field Potentials in the Sub-
Thalamic Nucleus of the patient involved. It can be
witnessed how, in this case, the electrical data takes
on a different form (in terms of variance at least) at
around the 45 to 50 second point. The four top plots
meanwhile indicate the outputs from 4 differently
structured artificial neural networks, based on multi-
layer perceptrons with different numbers of neurons
in the hidden (middle) layer.

It can be seen how, for each network, the output of
the network goes high (logic 1) at the 45 to 50
second point, to indicate the presence of a
Parkinsonian tremor. This is all well and good, what
is important however is that the output of the
networks also briefly goes high around the 30
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Figure 1: Time plot of the onset of a Parkisonian tremor incident with corresponding artificial neural network indicators.

second point and this can be seen as an indication of
the fact that a tremor will shortly occur. Ongoing
research is involved with selection of the type and
number of inputs to the network, presently these
being based on the energy spectrum in different
frequency ranges. The networks are also being tested
on considerable amounts of resting data, that is long
periods of brain activity where no tremors at all
actually occur in patients. Clearly the aim is that a
network will not give false predictions of tremors.

In fact false positive predictions are not so much of a
critical problem. The end result with a false positive
is that a stimulation may occur when it is not strictly
necessary. In any event no actual tremor would
occur, which is indeed a good outcome, however
unnecessary energy would have been used — in fact
if numerous false predictions occurred the intelligent
stimulator would tend toward the present ‘blind’
stimulator. Effectively the occasional false positive
prediction is perhaps not a problem, unless it became
a regular occurrence. The good news is that results
show that the network can be readily tuned to avoid
false positives anyway.

6 GENERAL IMPLANT STUDIES

Some of the most impressive human research to date
has been carried out using the microelectrode array,
shown in Figure 2. The individual electrodes are

only 1.5mm long and taper to a tip diameter of less
than 90 microns. Although a number of trials not
using humans as a test subject have occurred
(Branner and Normann, 2000), human tests are at
present limited to two studies. In the second of these
the array has been employed in a recording only role
(Donoghue et al., 2002), (Donoghue et al., 2004),
(Friehs et al., 2004), most notably recently as part of
the ‘Braingate’ system. Essentially activity from a
few neurons monitored by the array electrodes is
decoded into a signal to direct cursor movement.
This has enabled an individual to position a cursor
on a computer screen, using neural signals for
control combined with visual feedback. The first use
of the microelectrode array (Figure 2) will be
discussed in the following section as this has
considerably broader implications which extend the
capabilities of the human recipient.

A key selection point at the present time are what
type of implant to employ, as several different
possibilities exist, ranging from single electrode
devices to multielectrode needles which contain
electrode points at different depths to multielectrode
arrays which either contain a number of electrodes
which penetrate to the same depth (as in Figure 2) or
are positioned in a banked/sloped arrangement. A
further key area of consideration is the exact
positioning of a BCI. In particular certain areas of
the brain are, apparently, only really useful for
monitoring purposes whilst others are more useful
for stimulation.
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Actually deriving a reliable command signal from a
collection of captured neural signals is not
necessarily a simple task, partly due to the
complexity of signals recorded and partly due to
time constraints in dealing with the data. In some
cases however it can be relatively easy to look for
and obtain a system response to certain anticipated
neural signals — especially when an individual has
trained extensively with the system. In fact neural
signal shape, magnitude and waveform with respect
to time are considerably different to the other signals
that it is possible to measure in this situation.

If a greater understanding is required of neural
signals recorded, before significant progress can be
made, then this will almost surely present a major
problem. This is especially true if a number of
simultaneous channels are being employed, each
requiring a rate of digitization of (most likely)
greater than 20KHz in the presence of unwanted
noise. For real time use this data will also need to be
processed within a few milliseconds (100
milliseconds at most). Further, although many
studies have looked into the extraction of command
signals (indicating intent) from measured values, it
is clear that the range of neural activity is
considerable. Even in the motor area not only are
motor signals present but so too are sensory,
cognitive, perceptual along with other signals, the
exact purpose of which is not clear — merely
classifying them as noise is not really sufficient and
indeed can be problematic when they are repeated
and apparently linked in some way to activity.

It is worth stressing here that the human brain and
spinal cord are linking structures, the functioning of
which can be changed through electronic stimulation
such as that provided via an electrode arrangement.
This type of technology therefore offers a variety of
therapeutic possibilities. In particular the use of
implanted systems when applied to spinal cord
injured patients, in whom nerve function is
disordered, was described in (Warwick, 2004) as
having the following potential benefits (among
others):

1. Re-education of the brain and spinal cord
through repeated stimulation patterns

2. Prevention of spinal deformity

Treatment of intractable neurogenic and other

pain

Assisting bladder emptying

Improving bowel function

Treatment of spasticity

Improvement of respiratory function -

assisting coughing and breathing

w

Nk
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8. Reduction of cardiovascular maleffects

9. Prevention of pressure sores — possibly
providing sensory feedback from denervated
areas

10. Improvement and restoration of sexual

function

11. Improved mobility

12. Improved capability in daily living, especially
through improved hand, upper limb and
truncal control

Sensate prosthetics is another growing application
area of neural interface technology, whereby a
measure of sensation is restored using signals from
small tactile transducers distributed within an
artificial limb (Fin and LoPresti, 2003). The
transducer output can be employed to stimulate the
sensory axons remaining in the residual limb which
are naturally associated with a sensation. This more
closely replicates stimuli in the original sensory
modality, rather than forming a type of feedback
using neural pathways not normally associated with
the information being fed back. As a result it is
supposed that the user can employ lower level
reflexes that exist within the central nervous system,
making control of the prosthesis more subconscious.

One final noteworthy therapeutic procedure is
Functional Electrical Stimulation (FES), although it
is debatable if it can be truly referred to as a BCI,
however it aims to bring about muscular excitation,
thereby enabling the controlled movement of limbs.
FES has been shown to be successful for artificial
hand grasping and release and for standing and
walking in quadriplegic and paraplegic individuals
as well as restoring some basic body functions such
as bladder and bowel control (Grill and Kirsch,
2000). It must be noted though that controlling and
coordinating concerted muscle movements for
complex and generic tasks such as picking up an
arbitrary object is proving to be a difficult, if not
insurmountable, challenge.

In the cases described in which human subjects are
involved, the aim on each occasion is to either
restore functions since the individual has a physical
problem of some kind or it is to give a new ability to
an individual who has very limited motor abilities.
In this latter case whilst the procedure can be
regarded as having a therapeutic purpose, it is quite
possible to provide an individual with an ability that
they have in fact never experienced before. On the
one hand it may be that whilst the individual in
question has never previously experienced such an
ability, some or most other humans have — in this



case it could be considered that the therapy is
bringing the individual more in line with the “norm”
of human abilities.

It is though also potentially possible to give extra
capabilities to a human, to enable them to achieve a
broader range of skills — to go beyond the “norm”.
Apart from the, potentially insurmountable, problem
of universally deciding on what constitutes the
“norm”, extending the concept of therapy to include
endowing an individual with abilities that allow
them to do things that a perfectly able human cannot
do raises enormous ethical issues. Indeed it could be
considered that a cochlea implant with a wider
frequency response range does just that for an
individual or rather an individual who can control
the curser on a computer screen directly from neural
signals falls into this category. But the possibilities
of enhancement are enormous. In the next section
we consider how far things could be taken, by
referring to relevant experimental results.

7 HUMAN ENHANCEMENT

The interface through which a user interacts with
technology provides a distinct layer of separation
between what the user wants the machine to do, and
what it actually does. This separation imposes a
considerable cognitive load upon the user that is
directly proportional to the level of difficulty
experienced. The main issue it appears is interfacing
the human motor and sensory channels with the
technology. One solution is to avoid this

sensorimotor bottleneck altogether by interfacing
directly with the human nervous system. It is
considering what may

certainly  worthwhile

potentially be gained from such an invasive
undertaking.

Advantages of machine intelligence are for example
rapid and highly accurate mathematical abilities in
terms of ‘number crunching’, a high speed, almost
infinite, internet knowledge base, and accurate long
term  memory. Additionally, it is widely
acknowledged that humans have only five senses
that we know of, whereas machines offer a view of
the world which includes infra-red, ultraviolet and
ultrasonic. Humans are also limited in that they can
only visualise and understand the world around them
in terms of a limited dimensional perception,
whereas computers are quite capable of dealing with
hundreds of dimensions. Also, the human means of
communication, essentially transferring an electro-
chemical signal from one brain to another via an
intermediate, often mechanical medium, is
extremely poor, particularly in terms of speed,
power and precision. It is clear that connecting a
human brain, by means of an implant, with a
computer network could in the long term open up
the distinct advantages of machine intelligence,
communication and sensing abilities to the
implanted individual.

As a step towards this more broader concept of
human-machine symbiosis, in the first study of its
kind, the microelectrode array (as shown in Figure
2) was implanted into the median nerve fibres of a
healthy human individual (myself) in order to test
bidirectional functionality in a series of experiments.
A stimulation current direct onto the nervous system
allowed information to be sent to the user, while
control signals were decoded from neural activity in
the region of the electrodes (Gasson et al., 2005:pp
365-375), (Warwick et al., 2003).

Figure 2: A 100 electrode, 4X4mm Microelectrode Array, shown on a UK 1 pence piece for scale.
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In this way a number of experimental trials were
successfully concluded (Warwick et al., 2004),
(Warwick et al., 2005): In particular:

1. Extra sensory (ultrasonic) input was
successfully implemented and made use of.

2. Extended control of a robotic hand across the
internet was achieved, with feedback from the
robotic fingertips being sent back as neural
stimulation to give a sense of force being
applied to an object (this was achieved
between New York (USA) and Reading(UK))

3.A primitive form of  telegraphic
communication directly between the nervous
systems of two humans was performed.

4. A wheelchair was successfully driven around
by means of neural signals.

5. The colour of jewellery was changed as a
result of neural signals — as indeed was the
behaviour of a collection of small robots.

In each of the above cases it could be regarded that
the trial proved useful for purely therapeutic reasons,
e.g. the ultrasonic sense could be useful for an
individual who is blind or the telegraphic
communication could be very useful for those with
certain forms of Motor Neurone Disease. However
each trial can also be seen as a potential form of
augmentation or enhancement for an individual. The
question then arises as to how far should things be
taken? Clearly enhancement by means of BCIs
opens up all sorts of new technological and
intellectual opportunities, however it also throws up
a raft of different ethical considerations that need to
be addressed directly.

8 ON STIMULATION

After extensive experimentation it was found that
injecting currents below 80puA onto the median
nerve fibers had little perceivable effect. Between
80uA and 100pA all the functional electrodes were
able to produce a recognizable stimulation, with an
applied voltage of 40 to 50 volts, dependant on the
series electrode impedance. Increasing the current
above 100pA had no apparent additional effect; the
stimulation switching mechanisms in the median
nerve fascicle exhibited a non-linear thresholding
characteristic.

During this experimental phase, it was pseudo
randomly decided whether a stimulation pulse was
applied or not. The volunteer (myself), wearing a
blindfold, was unaware of whether a pulse had been
applied or not, other than by means of its effect in
terms of neural stimulation. The user’s accuracy in
distinguishing between an actual pulse and no pulse
at a range of amplitudes is shown in Figure 3.

In all subsequent successful trials, the current was
applied as a bi-phasic signal with pulse duration of
200 psec and an inter-phase delay of 100 psec. A
typical stimulation waveform of constant current
being applied to one of the MEA’s implanted
electrodes is shown in Fig 4.

It was, in this way, possible to create alternative
sensations via this new input route to the nervous
system. Of the 5 enhancement features mentioned in
the previous section, this one will be described, as an
example, in further detail. Background information
on the other enhancements can be found in a number
of references, e.g. (Gasson et al., 2005:pp 365-375),
(Warwick et al., 2003), (Warwick et al., 2004),
(Warwick and Gasson, 2004).
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Figure 3: Effect of stimulation amplitude on the number of correctly identified pulses and absence of pulses (over 100

trials).
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Figure 4: Voltage profile during one bi-phasic stimulation pulse cycle with a constant current of 80pA.

It must be reported that it took 6 weeks for my brain
to repetitively recognize the stimulating signals
accurately. This time period can be due to a number
of contributing factors:

(a) The team had to learn which signals (what
amplitude, frequency etc.) would be best in
order to bring about a recognizable
stimulation.

(b) The recipient’s brain had to learn to
recognize the new signals it was receiving.

(¢) The bond between the recipient’s nervous
system and the implant was physically
changing (becoming stronger).

9 EXTRA SENSORY
EXPERIMENT

An experiment was set up to determine if the human
brain is able to understand and successfully operate
with sensory information to which it had not
previously been exposed. Whilst it is quite possible
to feed in such sensory information via a normal
human sensory route, e.g. electromagnetic radar or
infra-red signals are converted to visual, what we
were interested in was feeding such signals directly
onto the human nervous system, thereby bi-passing
the normal human sensory input.

Ultrasonic sensors were fitted to the rim of a
baseball cap (see Figure 5) and the output from these
sensors, in the form of a proportional count, was
employed to bring about a direct stimulation of the
nervous system. Hence when no objects were in the
vicinity of the sensors, no stimulation occurred, and
as an object moved close by so the rate of
stimulation pulses being applied increased in a linear
fashion up to a pre-selected maximum rate. No
increase in stimulation occurred when an object
moved closer than 10cm to the sensors.

The ultrasonic sensors were open type piezoelectric
ceramic transducers with conical metal resonators
and operated at 40 KHz. These were used in a pair,
one for transmit and one for receive, to give
maximum sensitivity for small and distant objects.
The most useful range for the experimentation was
found to be 2 — 3m, this being also dependent on the
size of object. A simple microcontroller was
programmed to perform the echo ranging on the pair
of transducers, and provide the range to the first
detectable object only. This was translated into a
stimulation pulse train, which operated on a single
pin of the electrode array. Pins on the array had been
tested for their suitability for stimulation by the
earlier experimentation in which the recipient
identified the presence or absence of stimulation
pulse trains at various amplitudes and repetition
frequencies.
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Figure 5: Experimentation and testing of the ultrasonic baseball cap.

It was found that very little learning was required for
the new ultrasonic sense to be used effectively and
successfully — merely a matter of 5/6 minutes. This
said it must be remembered that it had already taken
several weeks for the recipient’s brain to
successfully, accurately recognize the current signals
being injected.

As a result, in a witnessed experiment, the recipient,
whilst wearing a blindfold, was able to move around
successfully ~within a cluttered laboratory
environment, albeit at a slower than normal walking
pace. The sensory input was “felt” as a new form of
sensory input (not as touch or movement) in the
sense that the brain made a direct link between the
signals being witnessed and the fact that these
corresponded in a linear fashion to a nearby object.

10 CONCLUSIONS

External input-output interfaces with human and
animal brains have been studied for many years.
These are sometimes referred to as Brain-Computer
Interfaces (BClIs) even though the interface may be
external to the (human) body and its sensorimotor
mechanism. In this paper an attempt has been made
to put such systems in perspective. Emphasis has
been placed on such interfaces that can be obtained
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by means of implanted devices through invasive
surgery and actual direct neural connections. In
particular a number of trials in this area have clearly
shown the possibilities of monitoring, stimulating
and enhancing brain functioning.

Although there is no distinct dividing line it is quite
possible as far as humans are concerned to
investigate BCIs in terms of those employed for
direct therapeutic means and those which can have
an enhanced role to play. It is clear that the
interaction of electronic signals with the human
brain can cause the brain to operate in a distinctly
different manner. Such is the situation with the
stimulator implants that are successfully used to
counteract, purely electronically, the tremor effects
associated  with  Parkinson’s  disease.  Such
technology can though potentially be employed to
modify the normal functioning of the human brain
and nervous system in a number of different ways.

The same stimulator, with slightly different
positioning, has been shown to elicit feelings of
sadness or happiness in the recipient. Given the
nature of the intelligent stimulator described here it
would appear to be possible to monitor, in real time,
a human brain with a computer brain, and for the
computer brain to predict when the human is going
to feel sad — quite some time before they actually
feel sad. In theory a signal could then be injected at



that time to make them feel happy, or at least to stop
them actually ever feeling sad in the first place.
Maybe this could be regarded as an electronic anti-
depressant. There are of course questions about
recreational use here — but this would need a deep
brain implant which might well prove to be rather
too onerous for most people.

Perhaps understandably, invasive BCIs are presently
far less well investigated in University experiments
than their external BCI counterparts. A number of
animal trials have though been carried out and the
more pertinent have been indicated here along with
the relevant human trials and practice. In particular
the focus of attention has been given to the
embodiment of grown neural tissue within a
technological body. Whilst only 1,000 or so neurons
are involved this presents an interesting research
area in a number of ways. But once the number of
such neurons used increases 1,000 or 1,000,000-
fold, it also raises enormous philosophical and
ethical issues. For example is the robot ‘thinking’
and what rights should it have?

The potential for BCI applications for individuals
who are paralysed is enormous, where cerebral
functioning to generate command signals is
functional despite the motor neural pathways being
in some way impaired — such as in Lou Gehrig’s
disease. The major role is then either one of relaying
a signal of intention to the appropriate actuator
muscles or to reinterpret the neural signals to operate
technology thereby acting as an enabler. In these
situations no other medical ‘cure’ is available,
something which presents a huge driver for an
invasive implant solution for the millions of
individuals who are so affected. Clearly though,
bidirectional signalling is important, not only to
monitor and enact an individual’s intent but also to
provide feedback on that individual’s resultant
interaction with the real world. For grasping,
walking and even as a defensive safety stimulant,
feedback is vital. This paper has therefore focussed
on such studies.

Where invasive interfaces are employed in human
trails, a purely therapeutic scenario often exists. In a
small number of instances, such as use of the
microelectrode array as an interface, an individual
has been given different abilities, something which
opens up the possibilities of human enhancement.
These latter cases however raise more topical ethical
questions with regard to the need and use of a BCIL.
What might be seen as a new means of
communication for an individual with an extreme
form of paralysis or a new sensory input for

someone who is blind, opening up a new world for
them, can also be seen as an unnecessary extra for
another individual, even though it may provide
novel commercial opportunities. What is therapy for
one person may be regarded as an enhancement or
upgrading for another.

Whilst there are still many technical problems to be
overcome in the development of BClIs, significant
recent experimental results have indicated that a
sufficient technological infrastructure now exists for
further major advances to be made. Although a more
detailed understanding of the underlying neural
processes will be needed in the years ahead, it is not
felt that this will present a major hold up over the
next few years, rather it will provide an avenue of
research in which many new results will shortly
appear through trials and experimentation, possibly
initially through animal studies although it must be
recognised that it is only through human studies that
a full analysis can be made and all encompassing
conclusions can be drawn. Nevertheless the topic
opens up various ethical questions that need to be
addressed and as such, research in this area should, I
believe, only proceed in light of a pervasive ethical
consensus.
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ANALYSIS AND MODELS OF BRAIN EPILEPTIC ACTIVITIES

Abstract:

Fernando Henrique Lopes da Silva
University of Amsterdam, The Netherlands

The essence of epilepsy is the sudden occurrence of a qualitative change in the behaviour of neuronal
networks of some specific areas of the brain. In general we may assume that neuronal networks possess
multistable dynamics. We may simplify this concept considering the case that a neuronal network may
display, at least, two dynamical states: an interictal state characterised by a normal on-going neural activity,
as revealed in the Eletcroencephalogram of Magnetoencephalogram (EEG, MEG), that may be apparently
random, and another one — the ictal state - that is characterised by the sudden occurrence of synchronous
oscillations, most commonly with large amplitude. The latter becomes manifest as a paroxysmal change of
behaviour and /of the state of consciousness of a patient, i.e. an epileptic seizure. In the terminology of the
mathematics of non-linear systems, we may state that a neuronal network behaves as a bistable system with
two attractors, to which the system converges depending on initial conditions and on the system’s
parameters.

We propose schematically that the transition between the normal on-going to the seizure activity can take
place according to three basic models: Model I — a transition may occur due to random fluctuations of some
system’s parameters. These transitions are thus unpredictable. Models II and III — a transition may result
from a gradual change of some unstable parameters, either due to endogenous (model II) or exogenous
(model IIT). In these cases the change of parameter values causes a deformation of the attractor resulting in a
transition from the basin of the attractor corresponding to the normal state, to the attractor corresponding to
the seizure dynamical state. Some experimental findings obtained in different cases of epilepsy, both in
human and in animals, are compatible with each of these 3 models. Some examples of these cases are
illustrated.
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FROM THE BENCH TO THE BEDSIDE

The Role of Semantics in Enabling the Vision of Translational Medicine

Abstract:

Vipul Kashyap
Partners HealthCare System, Clinical Informatics R&D, US4

Biomedical research and healthcare clinical transactions are generating huge volumes of data and
information. At the same time, the results of biomedical research in the form of new molecular diagnostic
tests and therapies are being increasingly used in the context of clinical practice. There is a critical need to
speed "translation" of genomic research insights into clinical research and practice. In this talk, we will
discuss challenges faced by a healthcare enterprise in realizing the vision of Translational Medicine, such as:

- The need to create structured and semantic representations of genotypic and phenotypic data such as
clinical observations and molecular diagnostic tests.

- The need for cost-effective and incremental data integration for combining genotypic and phenotypic
information at the point of care.

- The need for actionable decision support for suggesting molecular diagnostic tests and therapies in the
context of clinical care.

- The need for knowledge update, propagation and consistency to keep abreast of the rapid pace of
knowledge discovery being witnessed in the life sciences, a crucial pre-requisite to reduce the cost of
knowledge acquisition and maintenance.

Semantics-based approaches to address the above-mentioned challenges, including the applicability of
semantic web standard (RDF, OWL, Rules); and issues related to the value proposition of these

technologies will be presented.
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THE CANCER INFORMATICS ECOSYSTEM
A Case Study in the Accretion of Federated Systems based on

Service Oriented Architectures, Semantic Integration and Computing Grids

Abstract:

David Hall
Research Triangle Institute in North Carolina, USA

Information technology is playing an increasingly critical role in health and life sciences research due to the
profound expansion in the scope of research projects in the post-genomic age. Robust data management and
analysis systems are becoming essential enablers of these studies. Driven by funding agency requirements,
funding opportunities, and grass roots organizing, efforts are underway to develop standards and
technologies to promote large-scale integration of publicly-funded systems and databases including
infrastructure developed for individual studies. Predicted benefits include an enhanced ability to conduct
meta-analyses, an increase in the usable lifespan of data, a funding agency-wide reduction in the total cost
of IT infrastructure, and an increased opportunity for the development of third party software tools. This
presentation will critically examine efforts towards developing publicly-accessible interoperable and
distributed production systems in the health and life sciences via ontologies, formal metadata, service
oriented architectures, and grid computing models with a focus on several projects under the direction of the

author in the area of cancer informatics.
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In order to lead full and productive lives, persons with disabilities need to have the same access to
information and communication systems as the rest of the population. Advances in information and
communication technologies (ICT) are occurring quickly, and the capability of technologies to meet the
needs of persons with disabilities is growing daily. Future developments in assistive technologies (AT) and
the successful application of these technologies to meet the needs of people who have disabilities are
dependent on exploitation of these ICT advances. AT also involves the development of specialized
interfaces such as the brain computer interface (BCI), adaptive interfaces that accommodate for changes in
the user’s physical skills, cognitive interfaces that allow understanding of the human technology interface
by individuals with intellectual disabilities and systems that accommodate for user needs based on
environmental sensing (e.g., GPS interfaces) and downloading of profiles to meet specific user needs.
Universal Design (or design for all) calls for the design of products and environments to be usable by all
people, to the greatest extent possible, without the need for adaptation or specialized design. In the physical
world this often means ramps, curb cuts and other adaptations to the built environment to accommodate
individuals who have disabilities. In the ICT world the barriers to access are technological, and the goal for
ICT universal design is to have an environment with enough embedded intelligence to be easily adaptable to
the varying cognitive, physical and sensory skills of a wide range of individual’s in order to meet their
productivity, leisure and self care needs. If ICT advances are not adaptable enough to be accessible to
persons with disabilities it will further increase the disparity between those individuals and the rest of the
population leading to further isolation and economic disadvantage. On the other hand, availability of these
technologies in a transparent way will contribute to full inclusion of individuals who have disabilities in the
mainstream of society.
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1 ICT AND PERSONS WITH
DISABILITIES TECHNOLOGY
AND PROGRESS

Societal Progress requires change much of which is
accomplished through advances in technology. In his
book, A4 Short History of Progress, Ronald Wright
(2004) points out that this characteristic has been
true for millions of years as societies have advanced
through greater utilization of technology.

Wright goes on to describe the problems that
technology typically creates such as over
consumption, environmental ruin, and separation of
classes. These problems are amplified for people
who have disabilities, and they lead to a gap in the
access to work, self care and community
participation for persons with disabilities compared
to the general population. Since people with
disabilities often depend on technologies for societal
participation, the lack of availability of accessible
technology or the obsolescence of accessible
technologies isolates them further. This is an
extension of the concept of the “digital divide” that
separates people along socioeconomic lines based on
their access to ICT. I refer to it as the “disability
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2 ADVANCES IN INFORMATION
AND COMMUNICATION
TECHNOLOGIES (ICT)

The 21st Century is characterized by a continuous
move from a machine-based to a knowledge based
economy (Ungson & Trudel, 1999). In this shift, the
basis of competence is changing to knowledge skills
from machine skills. Information currently amounts
to 75% of value added to products This will
continually increase, and connectivity will be the
key to business success. There is also a move from a
regional or national scope of business influence to a
global scope, in which virtual networks dictate
organizational structures.

Key players in business development are
becoming communication suppliers with the move
from host-based to network based systems.
Telephone, cable TV and internet service providers
control commercial growth. Along with these
changes networks will become more graphically-
based moving increasingly from text-based systems.
In order to lead full and productive lives, persons
with disabilities need to have the same access to this
new information and communication system as the
rest of the population.

2.1 What Can we Expect from
Technology in the Next 20 Years?

The cost of information technology is continually
dropping for comparable or increased computing
power and speed. There is also a greater
understanding of the biological/physical interface for
the control of computers. The human computer
interface (HCI) is being developed to be more
human-like, more user oriented and more intelligent-
providing additional capabilities for searching,
processing and evaluating information.

There are a number of changes that are likely to
occur over the next few years (Applewhite, 2004).
There will be an increase in automated transactions
between individuals and organizations enabling
people to complete all transactions without face-
toface interactions. It is expected that we will
achieve equalized access to the web and information
between the developed and developing world.
Embedded systems will dramatically increase with
application such as “intelligence in the doorknob”
that recognizes the owner and doesn’t require key
manipulation. We are likely to see much greater



understanding of the biological to physical interface
for the control of computers.

2.2 Changes in Mainstream Tech with
AT Implications

There are many examples of emerging mainstream
technologies with potential for assisting people with
disabilities to access ICT systems. A few of these
are described in this section.

Display-based assistive technologies present an
array of choices for a user to select from (Cook &
Polgar, 2007). This often referred to as scanning
since the choices are highlighted sequentially and
then chosen using some sort of gross movement.
One of the problems associated with this approach is
that there must be a physical display for making
selections. This often requires the overall system to
be larger and more bulky or places a display
between a user and a communication partner. A new
development is a direct retinal display that creates
image that overlays view of real object (Lewis,
2004). The retinal display is low powered because it
is shined on retina directly. Scanning light into the
eye allows the image to overlay an object such as a
communication partner’s face-enabling eye contact
and small size. The scanning array could be the
retinal image, since display scans across the retina
power levels can be kept low kept low for safety.

Another development is 3-D displays that create a
more intuitive view of objects, events and activities
(Lewis, 2004). This type of display may be helpful
to individuals who have cognitive disabilities. It
might also create new challenges for individuals
with visual limitations.

Embedded automatic speech recognition is being
developed for PDAs because of the need for
keyboards with more and more functions and the
limitations of very small keyboards (Kumagai,
2004). This feature could be very useful to reduce
individuals who have limited hand function or for
those who cannot see the keyboard to make entries.

3 MEETING THE ICT NEEDS OF
PERSONS WITH DISABILITIES

Over the centuries, our ability to make tools is what
distinguishes us as human, but our tools ultimately
control us by making us dependent on them (Wright,
2004). This dependence is less optional for people
who have disabilities

3.1 Impact of Technology Advances on
People who have Disabilities

Technology advances increase the gap between
people who have disabilities and those who don’t
(Wright, 2004). All societies become hierarchical
with an upward concentration of wealth (including
aggregations of technology tools) that ensures that
“there can never be enough to go around", and this
disparity contributes to the “digital divide" and the
"disability gap". As advances occur more quickly,
the gap widens faster and the people who are poor
and/or disabled loose out even more completely and
faster. This is a characteristic of cultural and societal
"progress" over centuries-technology drives change,
and creates both positive and negative outcomes in
the process

The prognosis is not good for people with
disabilities unless there is considerable effort to keep
them connected to ICT and thereby to commerce,
employment and personal achievement. There two
fundamental approaches to this problem (1) make
mainstream technologies accessible to people who
have disabilities, or (2) design special purpose
technologies specifically for people with disabilities.
The former approach is referred to as universal
design or design for all. The second approach
utilizes assistive technologies.

3.2 Implications for Assistive
Technologies

Access to ICT for people with disabilities is a
significant global problem, and it has major
implications for assistive technologies. There is a
constant challenge to keep ICT systems accessible to
persons who have disabilities as mainstream
advances occur and adaptations become potentially
incompatible with the new systems. Communication
technologies change rapidly, and each change may
result in the need to re-design accessible interfaces.
We are closer to goal of having assistive technology
adaptations available when the mainstream
consumer product ships, but there are still many
problems with “workarounds” necessary to make
mainstream operating system, productivity software
and internet access accessible to people with
disabilities.

Development and maintenance of access to ICT
must be driven by the needs of people with
disabilities. Developments which broaden the scope,
applicability and usability of the human technology
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interface will be driven, at least in part by the needs
of people who have disabilities.

The Internet (e-mail and chat rooms) have the
advantage of anonymity, and this can be a major
benefit to individuals who have disabilities. Because
the person’s disability is not immediately visible,
people who have disabilities report that they enjoy
establishing relationships with people who
experience them first as a person and then learn of
their disability. For example, Blackstone, (1996)
describes some of the advantages of e-mail for
individuals who have disabilities. Since the receiver
of the message reads it at a later time composition
can be at a slower speed. The person with a
disability can communicate with another person
without someone else being present, establishing a
greater sense of privacy than situations in which an
attendant is required. It is also possible to work form
any location-avoiding some transportation problems

3.3 Universal Design

Increasingly, commercial products are being
designed to be usable by all people, to the greatest
extent possible, without the need for adaptation or
specialized design (NC State University, The Center
for Universal Design, 1997).

3.3.1 General Principles of Universal Design

Features are built into products to make them more
useful to persons who have disabilities (e.g., larger
knobs; a variety of display options--visual, tactile,
auditory; alternatives to reading text--icons,
pictures) are built into the product. This is much less
expensive than modifying a product after production
to meet the needs of a person with a disability. The
North Carolina State University Center for Universal
Design, in conjunction with advocates of universal
design, have compiled a set of principles of
universal design, shown in Box 1. This center also
maintains a Web site on universal design
(www.design.ncsu.edu/cud).

3.3.2 Universal Design for ICT

In universal design for ICT the barriers are
technological rather than political and economic
barriers that characterize architectural and
commercial product design (Emiliani, 2006). The
goal of universal design for ICT is to have an
environment with enough embedded intelligence to
be easily adaptable. The features of future
information services are that there will be no clearly
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predefined service and little distinction between
interpersonal communication and access to
information. Services will need to be highly
interactive,  inherently = multimedia,  sensory
multimodal (i.e., access via auditory or visual means
is equally possible). To achieve this cooperation
between users or representatives of users is critical
in a variety of contexts of use. The overall goal is to
have access to information involving communities
of users with a wide range of motor, sensory and
cognitive skills.

ONE: EQUITABLE USE

The design is useful and marketable to people with
diverse abilities.

TWO: FLEXIBILITY IN USE

The design accommodates a wide range of individual
preferences and abilities.

THREE: SIMPLE AND INTUITIVE USE

Use of the design is easy to understand, regardless of
the user's experience, knowledge, language skills, or
current concentration level.

FOUR: PERCEPTIBLE INFORMATION

The design communicates necessary information
effectively to the wuser, regardless of ambient
conditions or the user's sensory abilities.

FIVE: TOLERANCE FOR ERROR

The design minimizes hazards and the adverse
consequences of accidental or unintended actions.

SIX: LOW PHYSICAL EFFORT

The design can be used efficiently and comfortably
and with a minimum of fatigue.

SEVEN: SIZE AND SPACE FOR APPROACH
AND USE

Appropriate size and space is provided for approach,
reach, manipulation, and use regardless of user's body
size, posture, or mobility.

Box 1: Principles of Universal Design From North
Carolina State University, The Center for. Universal
Design, 1997.

In addition to Universal Design for ICT, access
to capabilities of mainstream technologies includes
individualized assistive technologies that are easily —
customized. This in return requires an increased
understanding of the biological/physical interface for
the control of assistive technologies and expanded
availability of embedded systems networks.

3.4 A Working Definition of Assistive
Technologies

The International Classification of Functioning,
Disability and Health (ICF) is a system developed
by the World Health Organization (WHO) that is
designed to describe and classify health and health
related states. These two domains are described by



body factors (body structures and functions) and
individual and societal elements (activities and
participation) (WHO, 2001). The ICF recognizes
two contextual factors that modify health and health
related states: the environment and personal factors
(WHO, 2001). Environmental elements include
assistive technologies in relation to activities of daily
living, mobility, communication, religion and
spirituality as well as in specific contexts such as
education, employment and culture, recreation and
sport (WHO, 2001). Other environmental elements
such as access to public and private buildings, and
the natural and built outdoor environments, also
have implications for assistive technologies.

A commonly wused definition of assistive
technology is from the Technical Assistance to the
States Act in the United States (Public Law (PL)
100-407): Any item, piece of equipment or product
system whether acquired commercially off the
shelf, modified, or customized that is used to
increase, maintain or improve functional
capabilities of individuals with disabilities.

3.4.1 Hard and Soft Technologies

Odor (1984) has distinguished between hard
technologies and soft technologies. Hard
technologies are readily available components that
can be purchased and assembled into assistive
technology systems. The main distinguishing feature
of hard technologies is that they are tangible. On the
other hand, soft technologies are the human areas of
decision making, strategies, training, concept
formation, and service delivery as described earlier
in this chapter. Soft technologies are generally
captured in one of three forms: (1) people, (2)
written, and (3) computer (Bailey, 1997). These
aspects of technology, without which the hard
technology cannot be successful, are much harder to
obtain. Soft technologies are difficult to acquire
because they are highly dependent on human
knowledge rather than tangible objects. This
knowledge is obtained slowly through formal
training, experience, and textbooks such as this one.
The development of effective strategies of use also
has a major effect on assistive technology system
success. Initially the formulation of these strategies
may rely heavily on the knowledge, experience, and
ingenuity of the assistive technology practitioner.
With growing experience, the assistive technology
user originates strategies that facilitate successful
device use. There is a false belief that progress is
solely driven by “hard” technological change The
gap between the general public and persons with

disabilities can only be closed by gains in both soft
and hard technologies

3.4.2 Mainstream Technologies to Specially
Designed Technologies: A Range of
Options

As illustrated in Figure 1, the needs of people with
disabilities can be met in a number of ways. Off the
shelf “standard” (i.e., mainstream technologies)
commercially available devices (especially those
designed using the principles of universal design)
can often be used by people with a variety of
disabilities. For example, standard personal
computers designed for the general population are
often used by persons with disabilities. Sometimes
these need to be modified however, to make them
useable. Another type of commercially available
device is one that is mass-produced but specifically
designed for individuals with disabilities (special
commercially available devices). These devices
often need to be modified to meet the needs of a
specific individual. Our goal is to reduce the
amount of modification necessary and to make
mainstream technologies as accessible as possible.
However, there will always be a portion of the
disabled population that will require specifically
designed assistive technologies.

Commercially Available
Standard Special
(for general (for disabled
population) population)

Modified
Custom

Figure 1: This diagram shows the progression from
commercially available devices for the general population
and commercially available devices for special
populations to modified devices and custom devices. From
Cook and Polgar, (2007).
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3.5 The Human Technology Interface
for ICT

3.5.1 General Concepts

It is estimated that as many as 40 million persons in
the United States alone have physical, cognitive, or
sensory disabilities (Lazzaro, 1999). The world-wide
impact is significantly larger. If these people are to
compete on an equal basis with non-disabled
individuals, then it is extremely important that the
internet be accessible to all. As the internet becomes
more and more dependent on multimedia
representations  involving  complex  graphics,
animation, and audible sources of information, the
challenges for people who have disabilities increase.
In order for access to the Internet to be useful to
people with disabilities, the accessibility approach
must be independent of individual devices. This
means that users must be able to interact with a user
agent (and the document it renders) using the input
and output devices of their choice based on their
specific needs. A user agent is defined as software
to access Web content (www.w3.org/wai). This
includes desktop graphical browsers, text and voice
browsers, mobile phones, multimedia players, and
software assistive technologies (e.g., screen readers,
magnifiers) that are used with browsers. The person
with a disability interacts with technology through
the Human Technology Interface (HTI) (Cook and
Polgar, 2007).

The graphical user interface (GUI) has both
positive and negative implications for persons with
disabilities. The positive features are those that
apply to non-disabled users (e.g., use of icons,
recognition rather than recall memory, screen icons
for the same task look the same, operations such as
opening and closing files are always the same). The
GUI is the standard user interface because of its ease
of operation for novices and its consistency of
operation for experts. The latter ensures that every
application behaves in basically the same way.
People with motor disabilities may not have the
necessary physical (eye-hand coordination) and
visual skills to navigate the GUIL. Modification of the
GUI to allow specialized access (see Figure 1) can
also be more challenging for GUI-based operating
systems.

As networks are expanded and more devices
(e.g., cell phones, PDAs) have open architectures, it
will be possible to download profiles, adaptations
and special instructions that enable adaptable
systems to be developed to meet the needs of people
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who have disabilities. Some examples are (1)
trainable hearing aids that adjust automatically to the
environments in which they are used; (2) a “Smart
House” that assesses occupants current state and the
state of various home utilities to aid with common
activities of daily living, provides feedback should
residents become disoriented or confused and report
medical emergencies automatically; an orientation
and direction finding device that senses the current
location (via GPS) and gives directions to a desired
location for individuals who cannot read maps
because of visual or cognitive disabilities.

3.5.2 Access for Motor Impairment

There are a significant number of people who cannot
effectively use standard keyboards, mouse controls
or switches. It is likely that we will see a much
greater understanding of the biological/physical
interface for the control of computers in the future
(Applewhite, 2004).

One approach that may offer promise is the brain
computer interface (BCI). BCI systems may be
grouped into a set of functional components
including the input device, amplification, feature
extraction, feature translation and user feedback
(Mason and Birch, 2003). Signals are
mathematically analyzed to extract features useful
for control (Fabiani, Mcfarland, Walla, and
Pfurtscheller 2004). Features or signals that have
been used include slow cortical potentials, P300
evoked potential, sensorimotor rhythms recorded
from the cortex and neuronal action potentials
recorded within the cortex). A typical task for a user
is to visualize different movements or sensations or
images.

Another approach to cursor control is the use of a
digital camera and image recognition software to
track a particular body feature to control an on-
screen mouse cursor (Betke, Gips and Fleming,
2002). The most easily tracked feature is the tip of
the nose, but the eye (gross eye position not point of
gaze), lip, chin and thumb have also been used. Non-
disabled subjects used this approach and fund that
the camera mouse was accurate but slower than a
typical hand-controlled mouse. Using an on-screen
keyboard the camera mouse was half as fast as a
regular mouse in a typing task, but the accuracy
obtained was equivalent on each system. More and
more computers have built-in cameras, so the
camera mouse requires only software to capture the
body feature image and interpret its movement as
mouse commands. This may lead to wider
application of this technique.



There are many other approaches that are used to
provide access to and control over technologies for
people with severe motor disabilities (Cook and
Polgar, 2007) \. These range form keyboards of
various type, to automatic speech recognition to
mouse and mouse emulators systems to single and
multiple switches.

3.5.3 Access for Cognitive Impairment

Cognitive disabilities include a wide range of skills
and deficiencies. Learning disabilities typically
involve significant difficulties in understanding or in
using either spoken or written language, and these
difficulties may be evident in problems with reading,
writing, mathematical manipulation, listening,
spelling or speaking (Edyburn, 2005). These
limitations make it increasingly difficult to access
complicated Web sites that may include flashing
pictures, complicated charts, and large amounts of
audio and video data. While there are assistive
technologies that are specifically designed to address
these areas (discussed later in this chapter), many of
the technological tools are useful for all students,
and are part of instructional technology (Ashton,
2005). Even the so-called assistive technologies
have features (e.g., multimedia, synthetic speech
output, voice recognition input) that are useful to all
learners.

For individuals with acquired cognitive
disabilities due to injury (e.g., traumatic brain
injury) or disease (e.g., stroke (CVA) or dementia)
changing features such as font size, background/
foreground color combinations, contrast, spacing
between words, letters and paragraphs and using
graphics can all improve access to screen-based
information. Another technological concept for these
individuals is a cognitive prosthesis, which is a
custom-designed computer-based compensatory
strategy that directly assists in performing daily
activities'. It may also include additional
technologies such as a cell phone, pager, digital
camera or low tech approaches

Persons with intellectual disabilities have
difficulties with memory, language use and
communication, abstract conceptualization,
generalization and problem identification/problem
solving. Characteristics of the HTI that are important
for these individuals include simplicity of operation,
capacity of the technology to support repetition,
consistency in presentation, and inclusion of

! Institute for Cognitive Prosthetics, http://www.brain-rehab.com/
definecp.htm

multiple modalities (e.g., speech, sounds and
graphical representations) (Wehmeyer, Smith and
Davies, 2005).

An example of technology designed for cognitive
needs is the Planning and Execution Assistant and
Trainer (PEAT). It is a PDA-based personal
planning assistant designed to assist individuals with
cognitive disorders due to brain injury, stroke,
Alzheimer's disease, and similar conditions
(Levinson, 1997). PEAT employs artificial
intelligence to automatically generate plans and also
to revise those plans when unexpected events occur.
PEAT uses a combination of manually entered
schedules and a library of stored scripts describing
activities of daily living (e.g., morning routine or
shopping). Scripts can be used for both planning and
for execution. Planning involves a simulation of the
activity with key decision points presented and
prompts (auditory and visual) supplied necessary to
aid the individual through the planning process. The
plan to be executed can be either the stored script or
a modified script based on the simulation. The
PEAT artificial intelligence software generates the
best strategy to execute the required steps in the plan
(LoPresti, Mihailidis, and Kirsch, 2004). PEAT also
automatically monitors performance, and corrects
schedule problems when necessary.

3.5.4 Access for Auditory Impairment

Since web pages are a mixture of text, graphics, and
sound, people who are deaf may be prevented from
accessing some information unless alternative
methods are available. The primary approach for
thee individual is the use of the Microsoft
Synchronized  Accessible Media Interchange
(SAMI), which allows authors of Web pages and
multimedia software to add closed captioning for
users who are deaf or hard of hearing. This approach
is similar to the use of closed captioning for
television viewers. The W3C WAI SMIL
(www.w3.org/WAI) is designed to facilitate
multimedia presentations in which an author can
describe the behavior of a multimedia presentation,
associate hyperlinks with media objects, and
describe the layout of the presentation on a screen

Trainable hearing aids adjust automatically to the
environments in which they are used through access
to embedded information networks. This allows
automatic adaptation to changing noise levels and
environments.
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3.5.5 Access for Visual Impairment

The W3C WALI user agent guidelines are based on
several principles that are intended to improve the
design of both types of user agents. The first is to
ensure that the user interface is accessible. This
means that the consumer using an adapted input
system must have access to the functionality offered
by the user agent through its user interface. Second,
the user must have access to document content
through the provision of control of the style (e.g.,
colors, fonts, speech rate, and speech volume) and
format of a document. A third principle is that the
user agent help orient the user to where he is in the
document or series of documents. In addition to
providing alternative representations of location in a
document (e.g., how many links the document
contains or the number of the current link), a well-
designed navigation system that uses numerical
position information allows the user to jump to a
specific link. Finally, the guidelines call for the user
agent to be designed following system standards and
conventions. These are changing rapidly as
development tools are improved.

Communication through standard interfaces is
particularly important for graphical desktop user
agents, which must make information available to
assistive technologies. Technologies such as those
produced by the W3C include built-in accessibility
features that facilitate interoperability. The standards
being developed by the W3C WAI provide guidance
for the design of user agents that are consistent with
these principles. The guidelines are available on the
W3C WAI Web page (www.w3.org/wai).

3.5.6 Other ICT Access

Cellular telephones are becoming more powerful
with capabilities approaching that of personal
computers. This expanded capability will provide
significant advantages for people with disabilities,
especially those with low vision or blindness.
describes Three changes will be particularly
valuable to people who have disabilities:: (1)
standard cell phones will have sufficient processing
power for almost all the requirement of persons with
visual impairments, (2) software will be able to be
downloaded into these phones easily, (3) wireless
connection to a worldwide network will provide a
wide range of information and services in a highly
mobile way (Fruchterman, 2003). Because many of
these features will be built into standard cell phones
the cost will be low and reachable by persons with
disabilities. A major advance will occur if the cell
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phone industry moves away from proprictary
software to an open source format providing the
basis for a greater diversity of software for tasks
such as text-to-speech output, voice recognition and
optical character recognition in a variety of
languages. Many applications for people with
disabilities will be able to be downloaded from the
internet. With expanded availability of embedded
systems, it will be possible for a user to store their
customized programs on the network and download
them as needed form any remote location.

Downloading a talking book program into a cell
phone can provide access to digital libraries for
persons who are blind. Outputs in speech or enlarged
visual displays can be added as needed by the user.
With a built-in camera and network access a blind
person could obtain a verbal description of a scene
by linking to on-line volunteers who provide
descriptions of images. These applications will
depend on the increasing application of universal
design in information technology products (Tobias,
2003). These applications include ATMs, cell
phones, vending machines and other systems that are
encountered on a daily basis (Tobias, 2003).

4 INFRASTRUCTURE FOR
FUTURE ACCESSIBILITY

The infrastructure for future accessibility consists of:
(1) an expanded, smarter and more available "real"
and "virtual" internet, (2) Home automation systems
that are smarter and have greater interconnectivity,
(3) universal design principles that are applied more
widely, (4) alternative approaches for accessing
information technologies, and (5) special-purpose
assistive technologies.

The Infrastructure for future accessibility will
depend on several factors. These include: Web-
based virtual systems, home automation, universal
design for ICT, alternatives for accessing
information technologies and special-purpose
assistive technologies. In addition there is n on going
need for the development of soft technology tools.

If ICT advances are not adaptable enough to be
accessible to persons with disabilities it will further
increase the disparity between those individuals and
the rest of the population leading to further isolation
and economic disadvantage. On the other hand,
availability of these technologies in a transparent
way will contribute to full inclusion of individuals
who have disabilities in the mainstream of society.



S CONCLUSIONS

The move to the information age offers great
promise for persons with disabilities. It also holds
great threats for persons with disabilities. Constant
vigilance is required to insure that information
technologies remain accessible and responsive to the
needs of persons with disabilities. The future for
persons with disabilities will not be driven by
advances in technology, but rather by how well we
can take advantage of those advances for the
accomplishment of the many tasks of living that
require technological assistance

6 SUMMARY

Anticipated changes in technologies coupled with
the focus on the social aspects of disability, provide
a significant opportunity for major advances in the
degree to which individuals with disabilities can
participate in all aspects of life, including work,
school, leisure and self care.

Technological advances will be particularly
important as the percentage of the population that is
elderly rises. Concepts from universal design will be
important in ensuring that this segment of the
population remains active and is able to participate
in society. This new group of elderly individuals will
also be more experienced with computers and other
technologies than their predecessors and they may
well demand greater performance and adaptability
from both assistive technologies and mainstream
ICT (e.g., telephones, internet communication).

The percentage of individuals with long-term
disabilities who join the over 65 age group will also
increase. These individuals will have been long-term
users of assistive technologies, and their experience
will have major implications for developments to
meet future needs.

While much of what I have described is
conjecture, it is based on modest extrapolation from
the current state of the art. There are some things
that we know with a high degree of certainty. We
know that computer systems will be faster, have
more memory be smaller and be less expensive for
the same or greater functionality. We also know that
the communication channel bandwidth will continue
to increase allowing much more information and
much more sophisticated information processing.
Finally, it is clear that people with disabilities will
continue to assert their right to fully participate in
society.

Technological advances also raise questions for
people who have disabilities. The most important of
these is whether accessibility will keep pace with
technological developments. For example, will
assistive technologies for input and output be
compatible with the user agents and operating
systems of tomorrow. A second major question is
whether the needs of persons with disabilities will be
a driving force in future technological developments.
Will people who have disabilities have to adapt to
the existing technologies based on characteristics for
non-disabled people or will universal design become
a greater reality? In the latter case, adaptations will
become less important and accessibility will become
the rule rather than the exception.

For people who have disabilities, there are
significant implications of emerging information
processing technologies. If not closely monitored,
these could result in less rather than more access to
the new information economy for persons with
disabilities. Despite the wider use of universal
design principles, there will still be a need for
effective assistive technology design and application
if individuals with disabilities are to realize the full
potential of the new information age.
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In this paper, we present our research on automatic speech recognition of surface electromyographic signals

that are generated by the human articulatory muscles. With parallel recorded audible speech and electromyo-
graphic signals, experiments are conducted to show the anticipatory behavior of electromyographic signals
with respect to speech signals. Additionally, we demonstrate how to develop phone-based speech recogniz-
ers with carefully designed electromyographic feature extraction methods. We show that articulatory feature
(AF) classifiers can also benefit from the novel feature, which improve the F-score of the AF classifiers from
0.467 to 0.686. With a stream architecture, the AF classifiers are then integrated into the decoding framework.
Overall, the word error rate improves from 86.8% to 29.9% on a 100 word vocabulary recognition task.

1 INTRODUCTION

As computer technologies advance, computers have
become an integral part of modern daily lives and our
expectations for a user-friendly interface grow every-
day. Automatic speech recognition (ASR) is one of
the most efficient front-end for human-computer in-
terface because it is natural for humans to commu-
nicate through speech. ASR is an automatic com-
puterized speech-to-text process which converts hu-
man speech signals into written words. It has vari-
ous applications, such as voice command and control,
dictation, dialog systems, audio indexing, speech-to-
speech translation, etc. However, these ASR applica-
tions usually do not work well in noisy environments.
Besides, they usually require the user to speak aloud,
which may be disturbing to bystanders and brings up
concern of privacy loss. In this paper, we describe our
research of integrating signals based on electromyog-
raphy with traditional acoustic speech signals for the
purpose of speech recognition.

The input speech signal of the traditional ASR
process is usually recorded with a microphone, e.g., a
close-talking headset or a telephone. However, from
the ASR point of view, microphone recordings of-
ten suffer from ambient noise or in other words the
noise robustness issue, because microphones pick up
vibration from the air-transmitted channel; therefore,
while picking up air vibration generated by human

voices, microphones also pick up air-transmitted am-
bient noises. In most cases, ambient noise deterio-
rates the ASR performance and the decrease in perfor-
mance depends on how badly the original voice signal
has been corrupted by noise. Besides the noise ro-
bustness issue, microphone-based ASR often has ap-
plicability issues, by which we mean that it is often
suboptimal to use microphones as the input device of
speech applications in certain situation. For exam-
ple, in an on-line shopping system, it is often required
to input confidential information such as credit card
numbers, which may be overheard if the user speak
aloud via the air-transmitted channels. Usually this
kind of overhearing results in confidentiality or pri-
vacy infringement. Besides, another issue of applica-
bility is that speaking aloud usually annoys other peo-
ple. Just imagine how annoying it would be if your
officemate spends all day dictating to the computer to
write a report, let alone many people dictate simulta-
neously.

In order to resolve the noise robustness and the ap-
plicability issues, we have applied electromyographic
(EMG) method to our speech recognition research.
The motivation is that the EMG method is inherently
robust to ambient noise and it enables silent speech
recognition to avoid disturbance and confidentiality
issues. The EMG method measures muscular electric
potential with a set of electrodes attached to the skin
where the articulatory muscles underlie. In the physi-
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ological speech production process, as we speak, neu-
ral control signals are transmitted to articulatory mus-
cles, and the articulatory muscles contract and relax
accordingly to produce voice. The muscle activity
alters the electric potential along the muscle fibers,
and the EMG method can measure this kind of po-
tential change. In other words, the articulatory mus-
cle activities result in electric potential change, which
can be picked up by EMG electrodes for further sig-
nal processing, e.g., speech recognition. The EMG
method is inherently robust to ambient noise because
the EMG electrodes contact to the human tissue di-
rectly without the air-transmission channel. In ad-
dition, the EMG method has better applicability be-
cause the EMG method makes it possible to recognize
silent speech, which means mouthing words without
making any sound.

For silent speech recognition with EMG, Man-
abe et al. first showed that it is possible to recog-
nize five Japanese vowels and ten Japanese isolated
digits using surface EMG signals recorded with elec-
trodes pressed on the facial skin (Manabe et al., 2003;
Manabe and Zhang, 2004). EMG has been a use-
ful analytic tool in speech research since the 1960’s
(Fromkin and Ladefoged, 1966), and the recent appli-
cation of surface EMG signals to automatic speech
recognition was proposed by Chan et al. They fo-
cused on recognizing voice command from jet pi-
lots under noisy environment, so they showed digit
recognition in normal audible speech (Chan et al.,
2002). Jorgensen et al. proposed sub auditory speech
recognition using two pairs of EMG electrodes at-
tached to the throat. Sub vocal isolated word recogni-
tion was demonstrated with various feature extraction
and classification methods (Jorgensen et al., 2003;
Jorgensen and Binsted, 2005; Betts and Jorgensen,
2006). Maier-Hein et al. reported non-audible EMG
speech recognition focusing on speaker and session
independency issues. (Maier-Hein et al., 2005).

However, these pioneering studies are limited to
small vocabulary ranging from five to around forty
isolated words. The main reason of this limitation is
that the classification unit is restrained to a whole ut-
terance, instead of a phone as a smaller and more flex-
ible unit. As a standard practice of large vocabulary
continuous speech recognition (LVCSR), the phone
is a natural unit based on linguistic knowledge. From
the pattern recognition’s point of view, the phone as
a smaller unit is preferred over a whole utterance be-
cause phones get more training data per classification
unit for more reliable statistical inference. The phone
unit is also more flexible in order to constitute any
pronunciation combination of words as theoretically
unlimited vocabulary for speech recognition. With

the phone unit relaxation, EMG speech recognition
can be treated as a standard LVCSR task and we can
apply any advanced LVCSR algorithms to improve
the EMG speech recognizer.

In this paper, we introduce such an EMG speech
recognition system with the following research as-
pects. Firstly, we analyze the phone-based EMG
speech recognition system with articulatory features
and their relationship with signals of different EMG
channels. Next, we demonstrate the challenges of
EMG signal processing with the aspect of feature
extraction for the speech recognition system. We
then describe our novel EMG feature extraction meth-
ods which makes the phone-based system possible.
Lastly, we integrate the novel EMG feature extrac-
tion methods and the articulatory feature classifiers
into the phone-based EMG speech recognition sys-
tem with a stream architecture. Notice that the ex-
periments described in this paper are conducted on
normal audible speech, not silent mouthing speech.

2 RESEARCH APPROACH

2.1 Data Acquisition

In this paper, we report results of data collected from
one male speaker in one recording session, which
means the EMG electrode positions were stable and
consistent during this whole session. In a quiet room,
the speaker read English sentences in normal audi-
ble speech, which was simultaneously recorded with
a parallel setup of an EMG recorder and a USB
soundcard with a standard close-talking microphone
attached to it. When the speaker pressed the push-
to-record button, the recording software started to
record both EMG and speech channels and generated
a marker signal fed into both the EMG recorder and
the USB soundcard. The marker signal was then used
for synchronizing the EMG and the speech signals.
The speaker read 10 times of a set of 38 phonetically-
balanced sentences and 10 times of 12 sentences from
news articles. The 380 phonetically-balanced utter-
ances were used for training and the 120 news article
utterances were used for testing. The total duration
of the training and test set are 45.9 and 10.6 minutes,
respectively. We also recorded ten special silence ut-
terances, each of which is about five seconds long
on average. The format of the speech recordings is
16 kHz sampling rate, two bytes per sample, and lin-
ear PCM, while the EMG recording format is 600 Hz
sampling rate, two bytes per sample, and linear PCM.
The speech was recorded with a Sennheiser HMD 410
close-talking headset.
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Figure 1: EMG positioning.

The EMG signals were recorded with six pairs of
Ag/Ag-Cl surface electrodes attached to the skin, as
shown in Fig. 1. Additionally, a common ground ref-
erence for the EMG signals is connected via a self-
adhesive button electrode placed on the left wrist.
The six electrode pairs are positioned in order to pick
up the signals of corresponding articulatory muscles:
the levator angulis oris (EMG2,3), the zygomaticus
major (EMG?2,3), the platysma (EMG4), the orbic-
ularis oris (EMGS), the anterior belly of the digas-
tric (EMG1), and the tongue (EMG1,6) (Chan et al.,
2002; Maier-Hein et al., 2005). Two of these six chan-
nels (EMG2,6) are positioned with a classical bipo-
lar configuration, where a 2cm center-to-center inter-
electrode spacing is applied. For the other four chan-
nels, one of the electrodes is placed directly on the
articulatory muscles while the other electrode is used
as a reference attached to either the nose (EMG1) or
to both ears (EMG 3.,4,5).

In order to reduce the impedance at the electrode-
skin junctions, a small amount of electrode gel was
applied to each electrode. All the electrode pairs were
connected to the EMG recorder (Becker, 2005), in
which each of the detection electrode pairs pick up
the EMG signal and the ground electrode provides a
common reference. EMG responses were differen-
tially amplified, filtered by a 300 Hz low-pass and a
1Hz high-pass filter and sampled at 600 Hz. In or-
der to avoid loss of relevant information contained
in the signals we did not apply a 50 Hz notch filter
which can be used for the removal of line interference.
Also note that all care was taken such that wearing the
close-talking headset does not interfere with the EMG
electrode attachment.

2.2 EMG-based Speech Recognition

We used the following approach to bootstrap the
phone-based EMG speech recognizer. First of all, the
forced alignment of the audible speech data is gen-
erated with a Broadcast News (BN) speech recog-
nizer (Yu and Waibel, 2000), which is trained with

the Janus Recognition Toolkit (JRTk). Since we have
parallel recorded audible and EMG speech data, the
forced-aligned labels of the audible speech were used
to bootstrap the EMG speech recognizer. Since the
training set is very small, we only trained context-
independent acoustic models. The trained acoustic
model was used together with a trigram BN language
model for decoding. Because the problem of large
vocabulary continuous speech recognition is still very
difficult for state-of-the-art EMG speech processing,
we restricted the decoding vocabulary to the words
appearing in the test set in this study. This approach
allows us to better demonstrate the performance dif-
ferences introduced by different feature extraction
methods. To cover all the test sentences, the decod-
ing vocabulary contains 108 words in total. Note
that the training vocabulary contains 415 words, 35
of which also exist in the decoding vocabulary. Also
note that the test sentences were not applied for lan-
guage model training.

2.3 Articulatory Feature Classifier and
Stream Architecture

Compared to widely-used cepstral features for au-
tomatic speech recognition, articulatory features are
expected to be more robust because they represent
articulatory movements, which are less affected by
speech signal variation or noise. Instead of measur-
ing the AFs directly, we derive them from phones as
described in (Metze and Waibel, 2002). More pre-
cisely, we use the IPA phonological features for AF
derivation. In this work, we use AFs that have binary
values. For example, each of the positions of the dor-
sum, namely FRONT, CENTRAL and BACK is an
AF that has a value either present or absent. To clas-
sify the AF as present or absent, the likelihood scores
of the corresponding present model and absent model
are compared. Also, the models take into account a
prior value based on the frequency of features in the
training data.

The training of AF classifiers is done on middle
frames of the phones only, because they are more
stable than the beginning or ending frames. Identi-
cal to the training of EMG speech recognizer, the AF
classifiers are also trained solely on the EMG signals
without speech acoustics. There are 29 AF classifiers,
each of which is a Gaussian Mixture Model (GMM)
containing 60 Gaussians. To test the performance, the
AF classifiers are applied and generate frame-based
hypotheses.

The idea behind the stream architecture with AF
classifiers is that the AF streams are expected to pro-
vide additional robust phonological information to the
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phone-based hidden Markov model (HMM) speech
recognizer. The stream architecture employs a list of
parallel feature streams, each of which contains one of
the acoustic or articulatory features. Information from
all streams are combined with a weighting scheme to
generate the EMG acoustic model scores for decoding
(Metze and Waibel, 2002).

2.4 Feature Extraction
2.4.1 Traditional Spectral Feature

The recorded EMG signal is transformed into 18-
dimensional feature vectors, with 54-ms observation
window and 10-ms frame-shift for each channel.

For each channel, hamming-windowed Short
Time Fourier Transform is computed, and then its
delta coefficients serve as the first 17 coefficients of
the final feature. The 18th coefficient consists of the
mean of the time domain values in the given observa-
tion window (Maier-Hein et al., 2005). In the follow-
ing experiments, features of one or more channels can
be applied. If more than one channel are used for clas-
sification, the features of the corresponding channels
are concatenated to form the final feature vector.

24.2 Special EMG Feature

Since the EMG signal is very different from the
speech signal, it is necessary to explore feature ex-
traction methods that are suitable for EMG speech
recognition. Here we describe the signal preprocess-
ing steps and feature extraction methods we designed
for EMG signals.

As noted above, the EMG signals vary across dif-
ferent sessions. Nonetheless, the DC offsets of the
EMG signals vary, too. In the attempt to make the
DC offset zero, we estimate the DC offset from the
special silence utterances on a per session basis, then
all the EMG signals are preprocessed to subtract this
session-based DC offset. Although we only discuss
a single session of a single speaker in this paper, we
expect this DC offset preprocessing step makes the
EMG signals more stable.

To describe the features designed for EMG sig-
nals, we denote the EMG signal with normalized
DC as x[n| and its short-time Fourier spectrum as X.
We also denote the nine-point double-averaged signal
win], high frequency signal p[n], and the correspond-
ing rectified signal r[n].

We then define the time-domain mean features
%, w, and T of the signals x[n], w[n], and r[n], respec-
tively. Besides, we use the power features Py and Py
and we define z as the frame-based zero-crossing rate

of p[n].

To better model the context, we use the fol-
lowing contextual filters, which can be applied
on any feature to generate a new one. The
delta filter: D(f;) = f; —f;_;. The trend filter:
T(fj,k) = ;. —f;_. The stacking filter: S(f; k) =
fi—k,fj—k+1,- fjpk—1,fj4], where j is the frame in-
dex and k is the context width. Note that we always
apply linear discriminant analysis (LDA) on the final
feature in order to reduce the dimensionality to 32.

3 EXPERIMENTS AND
ANALYSES

The performance metrics used in this paper are F-
score and word error rate (WER). F-score (o0 = 0.5)
is reported for the AF performances and WER is re-

ported for the speech recognition performances’.

3.1 Articulatory Feature Analysis
3.1.1 Baseline System

First of all, we forced-aligned the speech data us-
ing the aforementioned BN system. In the baseline
system, this time-alignment was used for both the
speech and the EMG signals. Because we have a
marker channel in each signal, the marker signal is
used to offset the two signals to get accurate time-
synchronization. Then the aforementioned AF train-
ing and testing procedures were applied both on the
speech and the six-channel concatenated EMG sig-
nals. The averaged F-scores of all 29 AFs are 0.814
for the speech signal and 0.467 for the EMG sig-
nal. Fig. 2 shows individual AF performances for the
speech and EMG signals along with the amount of
training data. We can see that the amount of training
data (given in frames of 10 ms) has an impact on the
EMG AF performance.

3.1.2 Channel Synchronization

It is observed that human articulator movements are
anticipatory to the speech signal as speech signal is
a product of articulator movements and source ex-
citation (Chan et al., 2002). This means the time
alignment we used for bootstrapping our EMG-based

'With oo = 0.5, F-score = 2PR /(P + R), where precision
P=Cp/(Cip+Cpp),recall R=Cyp /(Cip+Cyy), Cp = true
positive count, Cy), = false positive count, Cy, = false neg-
ative count.

WER = %, where S = word substitution count, D =
word deletion count, / = word insertion count, N = number
of reference words.
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Figure 2: Baseline F-scores of the EMG and speech signals vs. the amount of training data.

system is actually mis-aligned for the EMG signals,
because the speech and the EMG signals are inher-
ently asynchronous in time. Based on this, we de-
layed the EMG signal with various duration to the
forced-alignment labels of speech signal, and con-
ducted the training and testing experiments respec-
tively. As shown in Fig. 3, the initial time-alignment
does not have the best F-score, while the best F-scores
come with time delays around 0.02 second to 0.12
second. This result suggests that a time-delayed ef-
fect exists between the speech and the EMG signals.
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Figure 3: F-scores of concatenated six-channel EMG sig-
nals with various time delays (a delay of 0.1 means that the
EMG signal is delayed to the acoustic signal by 0.1 sec-
onds).

3.1.3 Articulator-Dependent Synchronization

To explore the time-delayed effect of EMG signals,
we conducted the same experiments on the level of
single EMG channels, instead of previously concate-
nated six-channels. The rationale is that articulators’
behaviors are different from each other, so the re-
sulted time delays are different on the corresponding
EMG signals. The effect of different time delays can
be seen in Fig. 4. We observed that some EMG sig-
nals are more sensitive to time delay than others, e.g.
EMGI1 vs. EMG6, where EMG6 is more consistent
with different time delays. The delays to achieve peak

performance vary for each channel and the variation
is within the range of 0.02 to 0.10 seconds. To fur-
ther show the time-delay effect, we also conducted an
experiment which is identical to the baseline, except
each channel is offset with its known best time de-
lay. This approach gave a better F-score of 0.502 than
the baseline’s 0.467. It also outperforms the uniform
delay of 0.04 second which gave 0.492.
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Figure 4: F-scores of single-channel EMG signals with var-
ious time delays with respect to the speech signals.

3.1.4 Complementary EMG Pairs

As suggested in (Maier-Hein et al., 2005), concate-
nated multi-channel EMG features usually work bet-
ter than single-channel EMG features. Therefore,
based on aforementioned time-delayed results, we
conducted experiments on EMG-pairs in which each
EMG signal is adjusted with its best single-channel
time offset. The first row of values in Table 1 shows
the F-scores of single-channel baseline (i.e. without
any time delay) and the second row shows those with
the best single-channel time delay, while the rest of
the values are F-scores of EMG pairs. The F-scores
suggest that some EMG signals are complementary to
each other, e.g. EMGI1-3 and EMG2-6, which pairs
perform better than both their single channels do.
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Table 1: F-Score of EMG and EMG Pairs.

F-Scores EMGI EMG2 EMG3 EMG4 EMG5 EMG6
single 0.435 0.399 0.413 0.404 0.357 0.440
+delay 0.463 0.419 0.435 0.415 0.366 0.450
EMGl1 0.439 0.465 0.443 0.417 0.458
EMG2 0.440 0.443 0.414 0.464
EMG3 0.421 0.414 0.449
EMG4 0.400 0.433
EMGS5 0.399

3.1.5 Performance of Individual Articulators

In Table 2 and 3, we list the top-4 articulators that
have the best F-scores. For single channels, EMGI
performs the best across these top-perfomance artic-
ulators, while EMG1-3, EMG1-6, and EMG2-6 are
the better paired channels. Interestingly, even though
EMGS performs the worst as a single channel clas-
sifier, EMGS5 can be complemented with EMG2 to
form a better pair for VOWEL. In Fig. 5, we show
six AFs that represent different characteristics of per-
formance changes with different delays. For example,
VOICED'’s F-scores are rather stable with various de-
lay values while BILABIAL is rather sensitive. How-
ever, we do not have conclusive explanation on the
relation between the AFs and the delays. Further ex-
ploration shall be conducted.

Table 2: Best F-Scores of Single EMG channels w.r.t. AF.

AFs VOICED | CONSONANT | ALVEOLAR | VOWEL

1 0.80 2 0.73 1 0.65 1 0.59

Sorted 6 0.79 3072 3 0.61 2 0.59
F-score 3 0.76 1 0.71 2 059 6 0.56
4 0.75 6 0.71 6 0.56 3052

2 0.74 4 0.69 4 055 4 051

5 0.74 5 0.63 5 045 5 051

Table 3: Best F-Scores of Paired EMG Channels w.r.t. AF

AFs VOICED | CONSONANT | ALVEOLAR | VOWEL

1-6 0.77 1-6 0.76 1-3 0.69 2-6 0.64

Sorted 1-3 0.76 2-3 0.75 1-6 0.67 2-4 0.62
F-Score 1-2 0.76 3-6 0.74 1-2 0.66 2-5 0.62
2-6 0.75 2-4 0.74 2-6 0.66 1-6 0.62

3-6 0.75 2-6 0.74 2-3 0.65 1-3 0.61

3.2 Feature Extraction Experiments

In the following experiments, the final EMG features
are generated by stacking single-channel EMG fea-
tures of channels 1, 2, 3, 4, 6. We do not use chan-
nel 5 because it is relatively noisy for this experiment.
The final LDA dimensions are reduced to 32 for all
the experiments.

VOICED —B- VOWEL —— ALVEOLAR
CCONSONANT —#— LABIODENTAL BILABIAL

delay

0.00s
0.02s
0.04s
0.06s
0.08s
0.10s
0.12s
0.14s
0.16s
0.18s
0.20s

Figure 5: Performances of six representative AFs.
3.2.1 EMG ASR using Spectral Features

It was reported that the spectral coefficients are better
than cepstral and LPC coefficients on EMG speech
recognition (Maier-Hein et al., 2005). Therefore, we
use the spectral features as baseline in this paper. As
their WER is shown in Fig. 6, the spectral features are
S0 =X, SD = [X,D(X)], and SS = §(X,1). We can
see that the contextual features improve WER. Addi-
tionally, adding time delays for modeling the antic-
ipatory effects also helps. This is consistent to the
articulatory feature analysis above.
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Figure 6: Word Error Rate on Spectral Features.

3.2.2 EMG ASR Systems using
Spectral+temporal (ST) Features

Is was also reported that the time-domain mean fea-
ture provided additional gain to spectral features
(Maier-Hein et al., 2005). Here we also added the
time-domain mean feature, as their WER is shown in
Fig. 7. SOM = Xy, SDM = X1, D(Xm)], SSM =
S(Xm, 1), and SSMR = S(Xpy, 1). where Xy = [X,X]
and Xy = [X, X, T, Z].
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Figure 7: Word Error Rate on Spectral+Temporal Features.

3.2.3 EMG ASR Systems using EMG Features

We have observed that even though the spectral fea-
tures are among the better ones, they are still very
noisy for acoustic model training. Therefore we de-
signed the EMG features that are normalized and
smoothed in order to extract features from EMG sig-
nals in a more robust fashion. The performance of the
EMG features are shown in Fig. 8, where the EMG
features are
E0 = [f0, D(f0), D(D(10)),T (f0,3)],
where f0 = [W, Py]
E1 = [f1,D(f1),T(f1,3)],
where f1 = [W, Py, Py, 7]
E2 = [2,D(2), T (£2,3)],
where 2 = [W, Py, Py, z, T
E3=S(E2,1)
E4 = S(f2,5)

The essence of the design of feature extraction meth-
ods is to reduce noise while keeping the useful in-
formation for classification. Since the EMG spectral
feature is noisy, we decide to first extract the time-
domain mean feature, which is empirically known to
be useful in literature. By adding power and con-
textual information to the time-domain mean, EO is
generated and it already outperforms all the spectral-
only features. Since the mean and power only rep-
resent the low-frequency components, we add the
high-frequency power and the high-frequency zero-
crossing rate to form E1, which gives us another 10%
improvement. With one more feature of the high-
frequency mean, E2 is generated. E2 again improves
the WER. E1 and E2 show that the specific high-
frequency information can be helpful. E3 and E4
use different approaches to model the contextual in-
formation, and they show that large context provides
useful information for the LDA feature optimization
step. They also show that the features with large con-
text are more robust against the EMG anticipatory ef-

fect. We summarize by showing the performance of
all the presented feature extraction methods in Fig. 9,
in which all the feature extraction methods apply a
50-ms delay.
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Figure 8: Word Error Rate on EMG Features.
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3.3 Integration of Special EMG Feature
and AF Classifiers

3.3.1 AF Classification with the E4 Feature

Identical to the aforementioned experiments, we
forced-aligned the speech data using the BN speech
recognizer. In the baseline system, this time-
alignment was used for both the speech and the
EMG signals. Because we have a marker channel
in each signal, the marker signal is used to offset
the two signals to get accurate time-synchronization.
Then the AF training and testing procedures were
applied both on the speech and the five-channel
concatenated EMG signals, with the ST and E4
features. The averaged F-scores of all 29 AFs are
0.492 for EMG-ST, 0.686 for EMG-E4, and 0.814
for the speech signal. Fig. 10 shows individual AF
performances for the speech and EMG signals along
with the amount of training data in frames. The E4
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Figure 10: F-scores of the EMG-ST, EMG-E4 and speech articulatory features vs. the amount of training data.

significantly outperforms ST in that the EMG-E4
feature performance is much closer to the speech
feature performance.
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Figure 11: F-scores of concatenated five-channel EMG-ST
and EMG-E4 articulatory features with various LDA frame
sizes on time delays for modeling anticipatory effect.

We also conducted the time-delay experiments as
done in previous ones to investigate the EMG vs.
speech anticipatory effect. Fig. 11 shows the F-scores
of E4 with various LDA frame sizes and delays. We
observe similar anticipatory effect of E4-LDA and ST
with time delay around 0.02 to 0.10 second. Com-
pared to the 90-dimension ST feature, E4-LDA1 has
a dimensionality of 25 while having a much higher F-
score. The figure also shows that a wider LDA context
width provides a higher F-score and is more robust for
modeling the anticipatory effect, because LDA is able
to pick up useful information from the wider context.

3.3.2 EMG Channel Pairs

In order to analyze E4 for individual EMG channels,
we trained the AF classifiers on single channels and
channel pairs. The F-scores are shown in Fig. 12. It
shows E4 outperforms ST in all configurations. More-
over, E4 on single-channel EMG 1, 2, 3, 6 are already
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Figure 12: F-scores of the EMG-ST and EMG-E4 AFs on
single EMG channel and paired EMG channels.

better than the all-channel ST’s best F-score 0.492.
For ST, the paired channel combination only provides
marginal improvements; in contrast, for E4, the fig-
ure shows significant improvements of paired chan-
nels compared to single channels. We believe this
significant improvements come from a better decor-
related feature space provided by E4.

3.3.3 Decoding in the Stream Architecture

We then conducted a full decoding experiment with
the stream architecture. The test set was divided into
two equally-sized subsets, on which the following
procedure was done in two-fold cross-validation. On
the development subset, we incrementally added the
AF classifiers one by one into the decoder in a greedy
approach, i.e., the AF that helps to achieve the best
WER was kept in the streams for later experiments.
After the WER improvement was saturated, we fixed
the AF sequence and applied them on the test subset.
Fig. 13 shows the WER and its relative improvements
averaged on the two cross-validation turns. With five
AFs, the WER tops 11.8% relative improvement, but
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there is no additional gain with more AFs.

Among the selected AFs, only four of them are
selected in both cross-validation turns. This inconsis-
tency suggests a further investigation of AF selection
is necessary for generalization.
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Figure 13: Word error rates and relative improvements of
incrementally added EMG articulatory feature classifiers in
the stream architecture. The two AF sequences correspond
to the best AF-insertion on the development subsets in two-
fold cross-validation.

4 COLLECTING MORE DATA

We are making efforts on larger-scale data collection
of EMG speech. The targeted total number of speak-
ers is in dozens and the recording modalities include
acoustic speech, EMG, and video. Each speaker par-
ticipates in two recording sessions, each of which in-
cludes a part of normal audible speech recording and
a part of silent mouthing speech recording. In each
part, two sets of phonetically balanced sentences are
collected. One set is referred to as the general set and
it exists in every part of every speaker. The other set
is a speaker specific set, which is different for dif-
ferent speakers. Per part, the general set contains 10
sentences and the speaker specific set contains 40 sen-
tences.

The data collection process is designed to be as
unbiased as possible, e.g., to eliminate the fatigue fac-
tor. The two sessions are recorded one week apart.
Besides, the order of the silent part and the audible
part is reversed in the two sessions. In each recording
part, the two sentence sets are mixed together into a
set of 50 sentences and the sentences appear in ran-
dom order. Table 4 shows the data details per speaker.

With this larger EMG corpus, we expect to be able
to study the effects of speaker dependency, session de-
pendency, audible versus mouthing speech kinemat-
ics, just to name a few.

Table 4: Data per speaker.

Speaker

Session 2
Part 1 silent speech
rand(10+40 sentences)
Part 2 audible speech
rand(10+40 sentences)

Session 1
Part 1 audible speech
rand(10+40 sentences)
Part 2 silent speech
rand(10+40 sentences)

S CONCLUSIONS

We have presented our recent advances on EMG
speech recognition research, which has the advan-
tages of better noise robustness and better applicabil-
ity compared to traditional acoustic speech recogni-
tion. With the special EMG feature extraction meth-
ods and articulatory feature analyses, we have ad-
vanced the EMG speech recognition research from
isolated word recognition to phone-based continuous
speech recognition. Besides, the introduction of an-
ticipatory effect modeling also plays an important role
in this study. In summary, the EMG articulatory fea-
ture performance improves from 0.467 to 0.686 and
the overall speech recognition word error rate im-
proves from 86.8% to 29.9%.

This research topic is relatively new and unex-
plored with many questions waiting for answers. Al-
though the proposed special EMG feature extraction
methods do improve the performance, we believe they
are still sub-optimal. Designing a better EMG feature
extraction method for speech recognition is still an
open problem and we are continuously working on it.
Another issue is that the multi-channel EMG signals
are inherently asynchronous with respect to articula-
tory apparatus movements. How to model this asyn-
chronicity remains an open problem. We believe this
modeling would benefit the study of speech recogni-
tion as well as articulatory kinematics.
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Abstract: This paper deals with a segmentation (classification) prabivhich arises in the diagnostic and treatment
of shoulder disorders. Classical techniques can be apgliedessfully to solve the binary problem but they
do not provide a suitable method for the multiphase probleencansider. To this end we compare two
different methods which have been applied successfullytheramedical images modalities and structures.
Our preliminary results suggest that a successful segtiem&nd classification has to be based on an hybrid
method combining statistical and geometric information.

1 INTRODUCTION to the degree of noise present with the signal and to
extreme low contrast details between some distinct
anatomical structures (fat, bone regions, muscle and
tendons, ligaments and cartilage). The existence of
. : . a general technique able to cope with all these dif-
tion of musculoskeletal disease, (Vahlensieck, 2000), ficulties for all 33 MRI images spequences is still an
(Ehman et al., 2001). . I .
i i ) open question. A preliminary analysis of the model
Accurate diagnosis and treatment of pfaunfulshou_l- problem is done here, where a multiphase (2 phases,
der and others musculoskeletal complaints and dis-4 ¢jasses) variational framework is considered for 2D
orders (such as arthritis, abnormalities, bone tumors,image segmentation and classification. Notice that
worn-out cartilage, torn ligaments, or infection) may  op segmentation is a fundamental step towards the

prevent from functional loss, instability and disability. 3p morpho-dynamic reconstruction problem of auto-
Recent interest is also in musculoskeletal tumor and matic segmentation. This in turn allows for motion

disorders associated with HIV infection and AIDS, 5cking for 4D reconstruction and visualization of
(Biviji et al., 2002), (Johnson and Steinbach LS, ,sculoskeletal structures.

2003). In order to provide a reliable method for suc-

cessful clinical evaluation an increasing effort has to

be done in mathematical engineering and biomedi-

cal imaging where the specific protocols of 2D seg- 2 MATERIAL AND METHODS
mentation, 3D reconstruction, feature extraction and

4D motion are modeled. In this approach for im- This contribution is devoted to the preliminary anal-
age guided analysis of shoulder pathologies, auto-ysis and application of a modified multiphase seg-
matic and unsupervised segmentation and classifica-mentation and classification algorithm based on pre-
tion represent the first challenging task. In fact, prac- vious work of Chan and Vese (Chan and Vese, 2001).
tical difficulties arise due to the high resolution re- This multiphase approach can manage the classifica-
quired for visualization of small but critical structures, tion problem underlying the segmentation exercise so
to the gross inhomogeneities of field coil response, broadening the scope of these PDE-based segmenta-

Shoulder imaging is one of the major applications in
MRI and the primary diagnostic tool in the evalua-

13
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tion models. and local thresholding or the popular k-means algo-
In order to validate our results we compare with a rithm) techniques for the 2 classes (1 phase) problem
mixture density estimation algorithm for image clas- are also reported for comparison. In particular we
sification previously presented in (Mignotte et al., used the original Otsu’s method (Otsu, 1979) and the
2001), in the context of brain MRI images. Ridler-Calvard technique (Ridler and Calvard, 1978).
As an application of our method we consider coronal We show the results obtained in figures 3 and 4 (d)
and transverse (axial), 2D MRI shoulder images ex- and €)).
tracted from two 3D sequences. The images are cour-
tesy of the Ruber International Hospital in Madrid. 2.1 Density Mixture Estimation
The shoulder jointis composed of three bones: the
;ﬁ;"ﬁﬁ k(@?]ﬂ2:B§Q3gpéhrearsr§abpour12) (Sﬁﬁglggr:e@%ﬁ%’eln the case _of_ the densi_ty mix_ture estimations frame-
: : work the original magnitude images have been pre-
shoulder are held in place by muscles, tendons and

licaments. Tendons are touah cords of tissue that alt_processed in order to eliminate the high frequencies
9 . 9 associated to noise and to increase the low contrast

tach the shoulder muscles to bone and assist the mus-
cles in moving the shoulder. Ligaments attach shoul-
der bones to each other, providing stability. The ends
bones are covered by cartilage which provides pain-
less motion. See Figure 1.

present in some parts of the image. As in (Brinkmann
and Manduca, 1998), (Pérez et al., 2004). We con-
sider a low pass homomorphic filter in the frequency
domain which has been successfully used in previous
works.

The initial pre-processing step is performed with
a homomorphic filter in order to correct the gray
scale inhomogeneity field. These inhomogeneities are
known to appear in MR images as systematic changes

in the local statistical characteristics of tissues and are
often quite subtle to the human eye. However, even

e | inhomogeneities that are invisible to the human ob-

el server alter tissue characteristics enough to hamper
automated and semi-automated classification.

Articular

Cartilage

Trapezius

Muscle

B | Supraespinatus
Muscle

Head of the
scapula

Figure 1: Components of the shoulder, Coronal MR image.

The classification problem we are about can be
considered in the framework of minimal partition rig,re 2: On the left the original image and on the right the
prOblemS (MUmefd-Shah) and cannot be dealt with pre_processed, corrected image_
classical techniques whereas binarization of image se-
guence is not suitable to produce the segmentation of  Then, in a denoising step, the homogenized im-
all the classes we are interested in. Nervertheless itage is then filtered again with an adaptative filter to
is interesting to compare the binary images obtained produce 2D wiener denoised sequence of the original
with thresholding techniques for the two classes (1 image. The denoised slices are then normalized using
phase) problem in order to assess the performance ofa dynamical range operator in order to increase the
our algorithms when the full classification problemis (low) contrast present in the images. We then char-
considered. To cope with the difficulties above men- acterized the different soft tissues and bony structures
tioned we consider two different approaches basedin 4 classes (bone, muscle, cartilage, fat) partitioning
on density mixture estimations (see (Mignotte et al., the shoulder complex estimating their initial parame-
2001)) and a variational model formulated in a level ter statistics.
set framework (Chan and Vese, 2001). In order to show the basic steps of the algorithm

The proposed algorithms are described in the next we follow the Bayesian mixture parameter estimation
sections. The results obtained with classical (global method proposed by (Mignotte et al., 2001)

14
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Let Z = (X,Y) define two random fields where image segmentation isimplemented. The basic idea is
Y = {Ys,s € S} represents the field of observations that, fixed the number of classes in which we are in-
corresponding to the pixels of the MR image and terested in (fat, bone regions, muscle and tendons, lig-
X = {Xs,s € S} corresponds to the label field repre- aments and cartilage), it is sufficient to consider a two
senting the segmented image. Following a Bayesianphase model, sag, ¢, in order to provided partition
approach, the posterior distribution ©f,Y), P(xy), of the image in four classes @ > 0 and¢, > 0),
will result by combining the prior distribution, as- (¢ <0 andg, > 0), (¢ > 0 andg, < 0), (¢ < 0 and

sumed to be stationary and Markovian, ®<0)).
Now, we explain the one phase (binary) and two
P(x) = eXp{*<SZ> B(1—3(xs%))} phases models considered in the experiments. Let

Q c R? be an open, bounded domain (usually a
and the site-wise likelihoo®(ys|xs), modelled as a  square) wheréx,y) € Q denotes pixel location and

mixture of densities I(x,y) is a function representing the intensity image
K values. Let moreover the level sets functions denoted
P(ys|xs,k, Pi) = > TRP(ys|Xs, K, Px) by @1, @ : Q — R. The union of the zero-level sets of
K=1 (1 and@, represents the edges of segmentation. Using

this formalism the functiong; andg, can be charac-

wherery are the mixing proportion i = 1) and terized as the minimum of the following energy func-

where P(ys|xs, k, ®x) define Gaussian distributions,

: - tional:
with parametersby = (p,02) in each segmented . 2
e FC®) = [ (1-cu)H(eH(g)dxdy
(Ty,To,...,Tk). In order to proceed with the * ./Q( C10)"H (@) ( (62))dxdy
segmentation procedure, we perform the following I —co)2(1—H H(©,)dxd
e [0 —co®(L-H(@)H(@2)dxdy
0. Initialize parametergdl©, 1t%). + /Q(l*Coo)z(lfH((Pl))(lfH((Pz))dXdy
Given(oP! miP), we can calculatép!P+l miP+1) by n V/ |OH (1) [dxdy-+ 1)
1. Using the Gibbs sampler, simulate one realization a
x from the posterior distributio(xy) with pa- + V/Q\DH(@)IdXdy

rameter(®!P i),

2. Define (®P+ riPt1) as the ML estimation of
the dataY, x)

whereC = (c11,C10,Co1,Co0) IS @ constant vector
representing the mean of each region (or cla®s)
(@1, @), v is a parameter of smoothness an¢k) is

3. Repeat till convergence is achieved. the Heaviside functiort (x) = 1 if x> 0 andH (x) =
] ] 0 otherwise,
2.2 Active Contours Without Edges The Euler-Lagrange equations obtained by mini-

mizing (1) with respect t& and ® are solved with
Since the work of Kass (Kass et al., 1987) is well a gradient descent method leading to the coupled
known that the segmentation problem of digital im- parabolic PDE system (Vese and Chan, 2002):
ages can be dealt with in the framework of variational  g¢, O@
calculus. Nevertheless in medical images there are of- = (@) {VD' (w) -
ten no sharp-gradientinduced edges at all and region- ) )
based active contours driven by gradients can fail in — [(1=c1)* = (1 =g H(@) +
automatic approaches. Recently a new model has 9 2
been suggested by Chan-Vese which can be deduced + [(1=c10)*~ (1 - G5o)] (1—H ((PZ))}
from the Mumford -Shah minimal partition problem, )
(Mumford and Shah, 1989), a basic problem in com-
puter vision. Successful applications of this method a_‘PZ — (@) {vD- (D_‘PZ) -~
have been reported in many papers and fields (see adt ¢
(Chan and Vese, 2001) and (Vese and Chan, 2002)).
Our aim is to show that this active contour without
edges model (or statistical feature driven model) can + [(| _ 010)2 _
be used to solve the classification problem we con-
sider here where a multiphase level set framework for )
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Where & denotes a smooth (not compactly sup- edges) are shown in Figures 3-4 before of the mul-
ported) approximation to the Dirac delta distribution. tiphase classification, see figures 5-6.

Notice that the equations (2) and (3) are (weakly) cou-
pled in the lower order terms. In case of two regions
only one level set functiopis needed. The resulting
one phase energy functional to minimize is as follows:

Eau(cr,c0.¢) = v [ |OH(g)jdxdy+
+ /QH(tp)ll(&y)—cllzdxdw

[ (@=H (@)1 (xy) — cofaxay
@

+

and the associated gradient descent equation is :

% = spo (g5 -

U
Do Figure 3: Slice 1. Segmentation image for one phase (2
— Ixy) — C1|2 F(xY) — Co|2} (5) classes) with: a) k-means b) Density mixture c) Active con-

tours without edges d) Otsu’s and e) Ridler Calvard algo-
rithms.
The equations2), (3) or (5) have to be comple-

mented with feasible (due to the non-uniqueness of  For comparison and in both cases, we also include
the corresponding steady states) initial conditions and the results provided by classical methods. Binary seg-
homogeneous boundary conditions of Neumann type mentation is also used to assess the parameters in-
(no flux). Asin Chan and Vese (Chan and Vese, 2001) volved in the model equations and to provide auto-
the steady states associated to systgm(3) or the matic, robust initial conditions for the evolutive prob-
eg. (5) can be asymptotically reached by using a gra- lem in the multiphase case.

dient descent method whedgis substituted by 1 (this

is possible becaus® has no compact support). Nu-
merically, as we are concerned with the quality of the
classification and not in to speed it up, we used a sim-
ple first order (in time) Euler explicit finite difference
scheme and weighted, centered, second order formu-
las in space, with a regularization of the (degenerate)
diffusion term to avoid division by zero (which occurs

in homogeneous, very low gradient regions which are
located far from the active contour and do not affect
the final segmentation as soon as the regularizing pa-
rameter is small). The time steps have been choosen
accordingly in order to preserv numerical stability and
convergence.

3 RESULTS Figure 4: Slice 2. Segmentation image for one phase (2
classes) with: a) k-means b) Density mixture c) Active con-
tours without edges d) Otsu’s and e) Ridler Calvard algo-

We present the results obtained by applying the above jihms.

methods to a pair of slices extracted from a volume

MRI sequence of the shoulder complex. The slices  In Figures 3-4 we see that in both cases the bony

dimensions are 512x512. structures (head of scapula, head of humerus, clavi-
Binary segmentations obtained with both meth- cle, acromion) are properly classified. Background,

ods (the bayesian density mixture estimation and the skin, and muscle are also characterized in the binary

PDE-based hybrid active contours method without images as the soft (tissue) class. Visual inspection
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suggests convergence to the same limit solution. Thismethod provides correct classification of bony struc-
is indeed confirmed when the differences images aretures but soft tissues are not yet properly classified.
computed and classical methods (first row) are com- This is also manifested in the bayesian approach. The
pared. differences between the results obtained with the two
methods suggest the conclusion that hybrid methods
can give better results as far as the right statistics are
included in the model and this will be the aim of our
future work.
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In this paper, we propose a novel classification system for ECG signals based on particle swarm

optimization (PSO). The main objective of this system is to optimize the performance of the support vector
machine (SVM) classifier in terms of accuracy by automatically: 1) searching for the best subset of features
where to carry out the classification task; and ii) solving the SVM model selection issue. Experiments
conducted on the basis of ECG data from the MIT-BIH arrhythmia database to classify five kinds of
abnormal waveforms and normal beats confirm the effectiveness of the proposed PSO-SVM classification

system.

1 INTRODUCTION

The recent literature reports different and interesting
methodologies for the automatic classification of
electrocardiogram (ECQ) signals (e.g., de Chazal et
Reilly, 2006, and Inan et Giovangrandi, 2006).
However, in the design of an ECG classification
system, there are still some open issues, which if
suitably addressed may lead to the development of
more robust and efficient classifiers. One of these
issues is related to the choice of the classification
approach to be adopted. In particular, we think that,
despite its great potential, the SVM approach has not
received the attention it deserves in the ECG
classification literature compared to other research
fields. Indeed, the SVM classifier exhibits a
promising generalization capability thanks to the
maximal margin principle (MMP) it is based on
(Vapnik, 1998). Another important property is its
lower sensitivity to the curse of dimensionality
compared to traditional classification approaches.
This is explained by the fact that the MMP makes
unnecessary to estimate explicitly the statistical
distributions of classes in the hyperdimensional
feature space in order to carry out the classification
task. Thanks to these interesting properties, the SVM
classifier proved successful in numerous and

different application fields, such as 3D object
recognition (Pontil et Verri, 1998), biomedical
imaging (El-Naqa et al., 2002), remote sensing
(Melgani et Bruzzone, 2004 and Bazi et Melgani,
2006). Turning back to ECG classification, other
issues which can be identified are: 1) feature
selection is not performed in a completely automatic
way; and 2) the selection of the best free parameters
of the adopted classifier is generally performed
empirically (model selection issue).

In this paper, we present in a first step a thorough
experimental exploration of the SVM capabilities for
ECG classification. In a second step, in order to
address the aforementioned issues, we propose to
optimize further the performances of the SVM
approach in terms of classification accuracy by 1)
automatically detecting the best discriminating
features from the whole considered feature space
and 2) solving the model selection issue. The
detection process is implemented through a particle
swarm optimization (PSO) framework that exploits a
criterion intrinsically related to the SVM classifier
properties, namely the number of support vectors
(#SV).
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2 PROPOSED APPROACH

2.1 Support Vector Machine (SVM)

Let us first for simplicity consider a supervised
binary classification problem. Let us assume that the
training set consists of N vectors x; € R d i= 1,2,
..., N) from the d-dimensional feature space X. To
each vector x;, we associate a target y; € {-1, +1}.
The linear SVM classification approach consists of
looking for a separation between the two classes in
X by means of an optimal hyperplane that
maximizes the separating margin (Vapnik, 1998). In
the nonlinear case, which is the most commonly
used as data are often linearly nonseparable, they are
first mapped with a kernel method in a higher
dimensional feature space, i.e., ®(X) € R (d’> d).
The membership decision rule is based on the
function sign[f(x)], where f(x) represents the
discriminant function associated with the hyperplane
in the transformed space and is defined as:

fx)=w -O(xX)+b" )

The optimal hyperplane defined by the weight

vector w € 97 and the bias b* € # is the one that

minimizes a cost function that expresses a

combination of two criteria: margin maximization
and error minimization. It is expressed as:

Y (&)= %||w||2 +CY¢, @

i=1

This cost function minimization is subject to the
following constraints:

yi(w-®(x;)+b)21-¢;, i=1,...N 3)

and
& 20, i=1,2,...,N @)

where the &’s are slack variables introduced to
account for non-separable data. The constant C
represents a regularization parameter that allows to
control the shape of the discriminant function. The
above optimization problem can be reformulated
through a Lagrange functional, for which the
Lagrange multipliers can be found by means of a
dual optimization leading to a Quadratic
Programming (QP) solution, i.e.,
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N N
1
max ;ai_gz“i“jyiyjK(xi’xj) ®)

ij=1

under the constraints:

;>0 fori=1,2,..,N (6)
and
N
2.4y, =0 ()
i=1

where a=[a;, 05, ..., ay] is the vector of Lagrange
multipliers and K (-,) is a kernel function. The final

result is a discriminant function conveniently
expressed as a function of the data in the original
(lower) dimensional feature space X:

f(x):Za;yiK(xi,x)—lrb* ®)

ieS

The set S is a subset of the indices {1, 2, ..., N}
corresponding to the non-zero Lagrange multipliers
a;’s, which define the so-called support vectors.

As described above, SVMs are intrinsically binary
classifiers. But the classification of ECG signals
often involves the simultaneous discrimination of
numerous information classes. In order to face this
issue, different multiclass classification strategies
can be adopted (Melgani et Bruzzone, 2004). In this
paper, we shall consider the commonly used one-
against-all strategy.

2.2 PSO Principles

Particle swarm optimization (PSO) is a stochastic
optimization technique introduced recently by
Kennedy and Eberhart, which is inspired by social
behavior of bird flocking and fish schooling
(Kennedy et Eberhart, 2001). Similarly to other
evolutionary computation algorithms such as genetic
algorithms (GAs) (Bazi et Melgani, 2006), PSO is a
population-based search method, which exploits the
concept of social sharing of information. This means
that each individual (called particle) of a given
population (called swarm) can profit from the
previous experiences of all other individuals from
the same population. During the iterative search
process in the d-dimensional solution space, each
particle (i.e., candidate solution) will adjust its flying
velocity and position according to its own flying
experience as well as the experiences of the other
companion particles of the swarm.

Let us consider a swarm of size S. Each
particle , (i=1,2,...,5) from the swarm is
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characterized by: 1) its current position p;(¢) € R,
which refers to a candidate solution of the
optimization problem at iteration ¢; 2) its velocit

V,-(t)e‘Rd; and 3) the best position p,(f)eR

identified during its past trajectory. Let p,(7) € R4
be the best global position found over all trajectories
traveled by the particles of the swarm. The position
optimality is measured by means of one or more
fitness functions defined in relation to the considered
optimization problem. During the search process, the
particles move according to the following equations:

Vit+D=wv () +c, n(OPy (0 -p; ) )
+oy 1, (Op o () -p, (1))
P+ =p;O)+v;(1) (10)

where r(-) and r,(-) are random variables drawn
from a uniform distribution in the range [0, 1] so that
to provide a stochastic weighting of the different
components participating in the particle velocity
definition. ¢; and ¢, are two acceleration constants
regulating the relative velocities with respect to the
best global and local positions, respectively. The
inertia weight w is used as a tradeoff between global
and local exploration capabilities of the swarm.

2.3 PSO Setup

The position p; € R9*2 of each particle P; from the

swarm is viewed as a vector encoding: 1) a
candidate subset F’ of features among the d available
input features, and 2) the value of the two SVM
classifier parameters, which are the regularization
and the kernel parameters C and v, respectively.
Since the first part of the position vector implements
a feature detection task, each component
(coordinate) of this part will assume either a “0”
(feature discarded) or a “1” (feature selected) value.
The conversion from real to binary values will be
done by a simple thresholding operation at the 0.5
value.

Let f{i) be the fitness function value associated
with the ith particle P;. The choice of the fitness
function is important since, on its basis, the PSO
evaluates the goodness of each candidate solution p;
for designing our SVM classification system. A
possible choice is to adopt the class of criteria that
estimates the leave-one-out error bound, which
exhibits the interesting property of representing an
unbiased estimation of the generalization
performance of classifiers. In particular, for SVM
classifiers, different measures of this error bound
have been derived, such as the radius-margin bound
and the simple support vector (SV) count (Vapnik,

1998). In this paper, we will explore the simple SV
count as fitness criterion in the PSO optimization
framework because of its simplicity and
effectiveness as shown in the context of the
classification of hyperspectral remote sensing
images (Bazi et Melgani, 2006).

2.4 SVM C(lassification with PSO

o [Initialization

Step 1: Generate randomly an initial swarm of size
S.

Step 2: Set to zero the velocity vectors v; (i= 1, 2,...,
S) associated with the S particles.

Step 3: For each position p; € RI*2 of the particle
P (i=1,2,..,8) from the swarm, train an SVM
classifier and compute the corresponding fitness
function f{i) (i.e., the #SV measure).

Step 4: Set the best position of each particle with its
initial position, i.e.,

Py =P, (1,2,.,9) (11)

e Search process

Step 5:  Detect the best global position p, in the
swarm exhibiting the minimal value of the
considered fitness function over all explored
trajectories.

Step 6: Update the speed of each particle using
Equation (9).

Step 7: Update the position of each particle using
Equation (10). If a particle goes beyond the
predefined boundaries of the search space, truncate
the updating by setting the position of the particle at
the space boundary and reverse its search direction
(i.e., multiply its speed vector by -1). This will
permit to forbid the particles from further attempting
to go outside the allowed search space.

Step 8: For each candidate particle p; (i= 1, 2,..., ),
train an SVM classifier and compute the
corresponding fitness function.

Step 9: Update the best position P, of each particle
if its new current position P, (i= 1, 2,..., §) has a
smaller fitness function.

e Convergence
Step 10: If the maximal number of iterations is not
yet reached, return to Step 5.

® (lassification

Step 11: Select the best global position p; in the
swarm and train an SVM classifier fed with the
subset of detected features mapped by p; and
modeled with the values of the two parameters C
and y encoded in the same position.

Step 12: Classify the ECG signals with the trained
SVM classifier.
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3 EXPERIMENTAL RESULTS

Our experiments were conducted on the basis of
ECG data from the MIT-BIH arrhythmia database
(Mark et Moody, 1997). In particular, the considered
beats make reference to the following classes:
normal sinus rhythm (N), atrial premature beat (A),
ventricular premature beat (V), right bundle branch
block (RB), left bundle branch block (LB), and
paced beat (/). Similarly to (Inan et al., 2006), the
beats were selected from the recordings of 18
patients, which correspond to the following files:
100, 102, 104, 105, 106, 107, 118, 119, 200, 201,
203, 205, 208, 212, 213, 214, 215, and 217. For
feeding the classification process, we adopted in this
study the two following kinds of features: i) ECG
morphology features; and ii) three ECG temporal
features that are the QRS complex duration, the RR
interval (i.e., time span between two consecutive R
points representing the distance between the QRS
peaks of the present and previous beats), and the RR
interval averaged over the ten last beats (de Chazal
et Reilly, 2006). The total number of morphology
and temporal features is equal to 303 for each beat.
In order to train the classification process and to
assess its accuracy, we selected randomly from the
considered recordings 500 beats for the training set,
whereas 42185 beats were used as test set (thus, the
training set represents just 1.18% of the test set). The
detailed numbers of training and test beats are
reported for each class in Table 1. Classification
performance was evaluated in terms of three
accuracy measures, which are: 1) the overall
accuracy (OA); 2) the accuracy of each class; and 3)
the average accuracy (AA).

Due to the good performances generally
achieved by the nonlinear SVM classifier based on
the Gaussian kernel [6], we adopted this kernel in all
experiments. The parameters C and y were varied in
the ranges [10~, 200] and [107, 2], respectively. The
k value and the number of hidden nodes (h) of the
kNN and the RBF classifiers were tuned in the
intervals [1, 15] and [10, 60], respectively.
Concerning the PSO algorithm, we considered the
following standard parameters: swarm size S=40,
inertia weight w=0.4, acceleration constants ¢; and
c; equal to the unity, and maximum number of
iterations fixed to 40.

3.1 Experiment 1: Classification in the
Original Feature Space

In this experiment, we applied the SVM classifier
directly on the whole original hyperdimensional
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feature space which is composed of 303 features.
During the training phase, the SVM parameters (i.e.,
C and y) were selected according to a m-fold cross-
validation (CV) procedure. In all experiments
reported in this paper, we adopted a 5-fold CV. The
same procedure was adopted to find the best
parameters for the kNN and the RBF classifiers. The
best values obtained for the three investigated
classifiers are C=25, y=0.5, k=3 and h=20. As
reported in Table 2, the OA and AA accuracies
achieved by the SVM classifier on the test set are
equal to 87.95% and 87.60%, respectively. These
results are much better than those achieved by the
RBF and the kNN classifiers. Indeed, the OA and
AA accuracies are equal to 82.78% and 82.34% for
the RBF classifier, and 78.21% and 79.34% for the
kNN classifier, respectively. This experiment
appears to confirm what observed in other
application fields, i.e., the superiority of SVM with
respect to traditional classifiers when dealing with
feature spaces of very high dimensionality.

3.2 Experiment 2: Classification based
on Feature Reduction

In this experiment, we trained the SVM classifier in
feature subspaces of various dimensionalities. The
desired number of features was varied from 10 to 50
with a step of 10, namely from small to high
dimensional feature subspaces. Feature reduction
was achieved by means of the traditional Principal
Component Analysis (PCA) algorithm. Figure 1-a
depicts the results obtained in terms of OA by the
three considered classifiers combined with the PCA
algorithm, namely the PCA-SVM, the PCA-RBF
and the PCA-kNN classifiers. In particular, it can be
seen that, for all feature subspace dimensionalities
except the lowest one (i.e., 10 features), the PCA-
SVM classifier maintains a clear superiority over the
two other classifiers. Its best accuracy was found by
using a feature subspace composed of the first 40
components. The corresponding OA and AA
accuracies are equal to 88.98% and 88%,
respectively. Comparing these results with those
obtained by the SVM classifier in the original
feature space (i.e., without feature reduction), a
slight increase of 1.03% and 0.4% in terms of OA
and AA, respectively, was achieved (see Table 2).

3.3 Experiment 3: Classification with
PSO-SVM

In this experiment, we applied the PSO-SVM
classifier on the available training beats. At
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convergence of the optimization process, we
assessed the PSO-SVM classifier accuracy on the
test samples. The achieved overall and average
accuracies are equal to 91.44% and 91.19%
corresponding to substantial accuracy gains with
respect to what yielded either by the SVM classifier
applied on all available features (+3.49% and
+3.59%, respectively) or by the PCA-SVM classifier
(+2.46% and +3.19%, respectively) (see Table 2 and
Figure 1). Its worst class accuracy was obtained for
atrial premature beats (A) (88.16%) while that of the
SVM and the PCA-SVM classifiers corresponded to
paced beats (/) (73.43%) and ventricular premature
beats (V) (78.06%), respectively. This shows the
capability of the PSO-SVM classifier to reduce
significantly the gap between the worst and best
class accuracies (8.25% against 15.43% and 20.21%
for the PCA-SVM and the SVM classifiers,
respectively) while keeping the overall accuracy to a
high level.

4 CONCLUSIONS

The main novelty of this paper is to be found in the
proposed PSO-based approach that aims at
optimizing the performances of SVM classifiers in
terms of classification accuracy by detecting the best
subset of available features and by solving the tricky
model selection issue. Its completely automatic
nature renders it particularly useful and attractive.
The results confirm that the PSO-SVM classification
system boosts up significantly the generalization
capability achievable with the SVM classifier.
Finally, it is noteworthy that the general nature of
the proposed PSO-SVM system makes it applicable
not just to morphology and temporal features but to
other kinds of features such as those based on
wavelets and high-order statistics. Finally, other
optimization criteria could be considered as well
individually or jointly depending on the application
requirements.
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Figure 1: Overall percentage accuracy (OA) versus
number of selected features (first principal components)
achieved on the test beats by the different classifiers.

Table 1: Numbers of training and test beats used in the experiments.

Class N A \% RB / LB Total
Training beats 150 100 100 50 50 50 500
Test beats 24966 119 4239 3939 6971 1951 42185
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Table 2: Overall (OA), average (AA), and class percentage accuracies achieved on the test beats by the different
investigated classifiers.

Method OA AA N A \ RB / LB

SVM 87.95 87.60 90.05 83.19 92.12 93.15 73.43 93.64
RBF 82.78 82.34 85.14 78.99 90.39 86.74 66.53 86.26
kNN 78.21 79.34 76.50 66.38 71.99 93.27 75.92 92.00
PCA-SVM 88.98 88.00 89.36 83.19 78.06 93.50 90.60 93.28
PCA-RBF 83.04 82.11 85.86 80.67 87.85 83.87 68.85 85.54
PCA-KNN 83.91 82.02 85.62 69.74 79.05 93.04 73.89 90.77
PSO-SVM 91.44 91.19 91.12 88.16 93.70 93.70 92.01 96.41
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Abstract: UV-VIS spectroscopy is a powerfull qualitative and quaathite technique used in analytical chemistry, which
gives information about electronic transitions of elenr@ molecular orbitals. As in UV-VIS spectra there is
no direct information on characteristic organic groupbraiional spectroscopy (e.g. infrared) has been pre-
ferred for biological applications. In this research, wetty use state-of-the-art fiber optics probes to obtain
UV-VIS-SWNIR diffusive reflectance measurements of yeastsbacteria colonies on plate count agar in the
region of 200-1200nm; in order to discriminate the follogymicroorganisms: i) yeastSaccharomyces cere-
visiag Saccharomyces bayanuSandida albicansYarrowia lipolyticg and ii) bacteriaMicrococcus luteus
Pseudomonas fluoresceiischerichia coliBacillus cereusSpectroscopy results show that UV-VIS-SWNIR
has great potential for identifying microorganisms on @ledunt agar. Scattering artifacts of both colonies
and plate count agar can be significantly removed using astahean scattering algorithm, allowing also
better discriminations between the scores obtained byukingalue decomposition. Hierarchical clustering
analysis of UV-VIS and VIS-SWNIR decomposed spectral sctead to the conclusion that the use of VIS-
SWNIR light source produces higher discrimination ratimsdil the studied microorganisms, presenting great
potential for developing biotechnology applications.

1 INTRODUCTION of sorting better species and strains. Attenuated to-
tal reflection and IR micro-spectroscopy have been
Spectroscopy is a powerful tool for biological appli- associated to the discrimination and identification of
cations, being applicable to liquids, solutions, pastes, strains according to taxonomic classification, gram
powders, films, fibres, gases and surfaces, and mak-+/- factor, or even susceptibility to antibiotics and
ing possible to characterize proteins, peptides, lipids, grown medium (Mariey et al., 2001).
membranes, carbohydrates in pharmaceuticals, foods, FT-IR has also been used to identify lactic acid
plants or animal tissues (Hammes, 2005). bacteria strains (e.g. Lactobacillus Lactococcus
One of the most popular method is Infrared Spec- LeuconostodPediococcuandStreptococcuéDziuba
troscopy (IR), and was firstly applied to biological et al., 2007), and the rapid identification Afineto-
materials in 1911 (Riddle et al., 1956). In the 1950s bacter species (Winder et al., 2004). An extensive
and 1960s research IR spectroscopy began to be apFT-IR spectroscopy database for the identification
plied for microorganism differentiation, but this re- of bacteria from the two subordemicrococcineae
search was abandoned due to the unsatisfactory re-andCorynebacterineagActinomycetalesActinobac-
sults obtained with dispersive spectrometers (Dziubateria) as well as other morphologically similar gen-
et al., 2007). These were ignored during 20 years, era was established in 2002 by Helene Oberreuter and
until modern interferometric Fourier Transform Infra- its team (Oberreuter et al., 2002). Furthemore, FT-
Red spectrometers (FT-IR) and statistical comput- IR was used for the first time to determine the ra-
ing methodologies became available (Dziuba et al., tios of different yeast specieSéccharomyces cere-
2007). visiag Hanseniaspora uvaruyjand two yoghurt lac-
Recent techniques using FT-IR allowed microbio- tic acid bacterial(actobacillus acidophilusStrepto-
logical characterization and the discrimination at level coccus salivarius ssp. thermophijua suspensions
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Table 1: Studied microorganisms characteristics and éxpetal conditions: Gram factor, colony colour and shape an

integration time.

Integration Time (ms)

Microorganism Gram Colony color  Shape Medium  UV-VIS (ms) SWNIR (ms)
Saccharomyces cerevisiae na white spherical YPD 70 66
Saccharomyces bayanus na white spherical YPD 45 61
Candida albicans na white spherical YPD 70 66
Yarrowia lipolytica na white rod YPD 70 61
Micrococcus luteus - yellow spherical TSA 20 19
Pseudomonas fluorescens - translucent rod MP 20 30
Escherichia coli - translucent rod LB 30 13
Bacillus cereus + opaque rod LB 36 61

of distilled water (Oberreuter et al., 2000).

pounds {t — T1T°; 180nm); iv) molecular bounds to

Raman Spectroscopy has also shown great poten-O, N, S and halogen&i(— ¢*; 190nm); and v) car-

tial for microorganisms identifications in microscopy,
such as foCandidayeast strains and bacterial strains
such asStaphylococusEnterococusand Echerichia
Coli) (Guibeta et al., ). Applications are also found
in oral hygiene, for the identification @treptococ-
cusmutants,S. sanguisS.intermediugand S. oralis
(Berger and Zhu, 2003). Moreover, this technique
is currently used to identify baterials cells $faphy-
lococcusunder different cultivation conditions (Harz

bonyls i — 1*; 300nm). As most UV-VIS spec-
trometers yield a minimum wavelength of 200nm, this
technique has been considered to provide lower infor-
mation in terms of functional groups when compared
to IR, being the spectral differences mostly attributed
to conjugatedt — T1T* transitions anch — TT* tran-
sitions (Perkauparus et al., 1994).

Only recordingm — 1 andn — T tran-
sitions above the 200nm is however not totally a

et al., 2005) and single yeast cells (Rch et al., 2005). handicap. Many organic molecules present con-
Fluorescence Spectroscopy (FS) is one of the mostjugated unsaturated and carbonyls bounds, such as
important spectroscopic techniques in molecular bi- aminoacids, phospholipids, free fatty acids, phe-
ology, and consequently can also be used to microbi- nols and flavonoids, peroxides, peptides and pro-
ological identification. FS applications can be found teins, sugars and their polymers absorbance in these
on the differentiation of yeast and bacteria, by their bands. Furthermore, many biological molecules
intrinsic fluorescence to UV excitation (Bhatta et al., present chromophore groups, which increase the ab-

2005).

UV-VIS-SWNIR spectroscopy is one of the most
widely used techniques in analytical chemistry, but it
has almost not been used for microorganism identi-
fication. This is perhaps attributed to the fact that
UV-VIS spectroscopy records transmitions between
electron energy levels from molecular orbitals, in-
stead of vibrational or structural oscillation of molec-
ular groups as in the infrared region. It is widely ac-

sortion in the UV-VIS region, such as: nitro, nitroso,
azo, azo-amino, azoxy, carbonyl and thiocarbonyl,
which can be used to identify microorganisms.
UV-VIS-SWNIR has some advantages to FTIR
for microbiological identification in plate count agar.
The lower wavelength turns this radiation attractive
due to the lower penetration, being easier to mon-
itor surfaces than NIR or MIR radiation. Further-
more, state-of-the-art fiber-optics miniature UV-VIS-

cepted that vibrational spectroscopy is more adequateSWNIR are today affordable for mobile applications

for organic chemistry measurement than transitional

such as identification of microorganisms in surfaces,

spectroscopy. Nevertheless an asset of this techniqueausing spectroscopy may became feasible in a near

has never been done use for microbiological identifi-
cation.

Electronic transitions in the UV-VIS region de-
pend upon the energy involved. For any molecular
bound (sharing a pair of electrons), orbitals are a mix-
ture of two contributing orbital® and 1, with cor-
responding anti-bounding orbitats andTt*, respec-

future. Although UV-VIS retrieves only molecular
spectroscopy information, today’s equipments also
include high frequency vibrational spectroscopy in
the SWNIR region, giving important information on
water, fats and proteins which may be used to discrim-
inate between microorganisms.

In this research was tried to discriminate both

tively. Some chemical bounds present characteristic Yeasts and Bacteria of comonly used in microbi-

orbital conditions, ordered by higher to lower order
energy transitions: i) alkanes (— o¢*; 150nm); ii)
carbonyls ¢ — T1t; 170nm); iii) unsaturated com-
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Difco Pseudomonas Isolation Agar (MP). Escherichia
coli and Bacillus cereus were cultivated on Difco
Luria-Bertani Agar (LB). Yeast strains were grown on
Difco YPD Agar (YPD), at the same temperature and
time (Difco, 2005).

2.2 Spectroscopy

Yeast and bacteria UV-VIS-SWNIR spectroscopy

Figure 1: Yeast and bacteria growth media: (a) Tryptic Soy analysis was performed using the fiber optic spec-

Agar (TSA): Micrococcus luteus (b) Pseudomonas Iso-
lation Agar (MP) Pseudomonas fluorescéngc) Luria-
Bertani (LB): Escherichia coli (d) LB: Bacillus cereus
(e) YPD (Saccharomyces cerevisjag(f) YPD (Saccha-
romyces bayanis (g) YPD (Candida albicany and (h)
YPD (Yarrowia lipolyticg).

Pseudomonas fluorescemsscherichia coli Bacillus
cereus under plate count agar growth media.
The physical properties of the UV-VIS-SWNIR

spectra can also provide a great potential for the iden-

tification of microorganism, using multivariate statis-

tical analysis and signal processing techniques. Mi-

crobes may not be directly identified by their main

colony chemical composition but rather by charac-
teristic metabolites produced under different growth
media. This is especially true for yeasts that ex-

hibit one of the most complex metabolisms in this

study. Therefore, not only the colony but changes
in the composition of the plate count agar in the sur-
roundings of each colony are expected to affect the

UV-VIS-SWNIR spectra in order to obtain significant

discrimination between the different microorganisms
spectra. Therefore, the main objective of this research

work were to investigate the discrimination potential
of UV-VIS and VIS-NIR wavelengths to classify the
following microorganisms: i) yeastS8accharomyces
cerevisiae Saccharomyces bayanu€andida albi-
cans Yarrowia lipolyticg ii) bacteria: Micrococcus
luteus Pseudomonas fluorescernsscherichia col
Bacillus cereusunder plate count agar growth media.

2 MATERIALSAND METHODS

2.1 Sample Preparation

The microorganisms were obtained from the mi-
crobiological collection of the IBB - Institute for
Biotechnology and Bioengineering at the University
of Minho. The microorganisms were incubated un-
der aerobic conditions at 36 during 72h.Micrococ-
cus luteuswvas cultivated on Difco Tryptic Soy Agar

trometer AvaSpec-2048-4-DT (2048 pixel, 200-
1100nm). Standart reflection UV-VIS and VIS-
SWNIR probes, models FCR-7UV200-2ME and
FCR-7IR200-2-ME (Avantes, 2007). A xenon and
halogen light sources, models Avalight XE-2000
and Avalight-Hal were used for UV-VIS and VIR-
SWNIR transmission measurements respectively; and
recorded using AvaSoft 6.0 (Avantes, 2007). Trans-
mission measurements were performed at the room
temperature of 182°C, and: (a) UV-VIS: the xenon
lamp was let to stabilize during 20 min; (b) VIS-NIR:
the tungsten lamp lamp was let to stabilize during 15
min. The dark spectra was recorded and measure-
ments were taken with linear and electric dark cor-
rection. Both light spectra were monitored by statisti-
cally assessing the reproducibility of the light source
with measurements of light during the several days
of the experiment. Fifteen spectra replicates were
recorded of UV-VIS and VIS-SWNIR measurement
of both plate count agar and microorganisms colonies
to study scattering effects. Futhermore, spectra were
obtained inside a box designed to isolate the environ-
mental light and maintain the probe at®@hgle with

the plate agar.

2.3 Spectral Analysis

2.3.1 Spectra Pre-processing

Table 1 presents the UV-VIS and VIS-NIR spectra ac-
quisition conditions. Experimental setup has shown
that it is impossible to use the same integration time
for the different microorganisms. Under these cir-
cumstances, all the collected spectra were normalized
Xnorm 10 remove this effect:

Xrawi
max(x;) @)
wherex; awi is the original spectrd)s is the detec-
tor saturation value (14000 counts) a@-mi the i'th
spectra normalized by its maximum value and resized
to the detector saturation.
Furthermore, as most plaque count agar growth
media are translucid, the signal recorded is in major-

Xnormi = Ds %

(TSA) while Pseudomonas fluorescens was grown onity the media information. To increase spectral vari-
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Figure 2: Plaque count agar spectra: (a) raw UV-VIS; (b) remalnlng sample spectra by applying the above de-
MSC UV-VIS; (c) raw VIS-NIR; (d) MSC VIS-NIR. scribed robust least squares procedure; eq.3) recom-
pute the median spectra and iterate until convergence.

ance, the normalized media spectra matrix was sub-2 33 Singular Value Decompostion
tracted to the microorganisms spectra, obtaining the

spectra matrix X), W.hiCh s the_reafter su_bjected to Singular value decomposition (SVD) is a blind signal
robust mean scattering correction, and singular Valuetechnique widely used in spectroscopy data, where
decomposition. the corrected spectrad,) is decomposed in order of
232 Robust Mean Scattering Correction magnitude of variation directions in _the_\_/ar!able space
(wavelengths). Generally, most variability is captured
The collected spectra were smoothed by using al thde f_|rst ﬂ'”c'p?" comp(t)nelzrétst(PC),_ wh_ere ast, md
Savisky-Golay filter (length = 4, Order= 2p)(prior ~ J90¢ JA 2 B Do e O o e
to any exploratory data analysis procedure. After- In the last orthogonal decompositions, and thereiore a

wards, the spectra was pre-processed using a modifiefPectra can be decomposed as:
multiplicative scatter correction algorithm (Gallagher

et al., 2005; Martens and Stark, 1991; Martens et al., Xcorr = X +€(X) (4)
_2003). Ea_lch.spectra is corrected by using the follow- where thek is the signal and(x) is the estimated
ing equation: . )
noise ofx. Spectra matrixcorr can be decomposed
Xcorr = Xb+a = Xret (2) by (SVD), where:
Thea andb are computed by minimizing the fol- x=Usv’ (5)

lowing error: .

wing where US are the scoresV' the loadings and

€ = bXj +a— Xref )

the S singular values, respectively (Jolliffe, 1986;
where thex; is the | sample spectra andet isa  Krzanowski, 1998; Baig and Rehman, 2006).
reference spectra. To distinguish between the number of relevant de-
This RMSC algorithm is based on the application COmMpositions, one can determine the number of rele-
of the robust least squares method to determinathe Vvant singular values by performing n randomizations
andb matrices ensuring that spectral areas that do notof the original spectra matrix<j (Manly, 1998). In
correspond to scattering artifacts are not taken into this research, 5000 randomizations were performed
account. The robust least squares algorithm is im- by rotating the spectral scope value at the same wave-
plemented by the re-weighted least squares with thelengths among the different samples, in order to not
weights computed by using the Huber function. The Violate the spectral continuity. Singular values from
algorithm high breakdown point (50%) means that ex- the original spectra above the 1st singular value of
istent outliers will not distort the model fitting (eq. 3) randomized spectra anq) define the number of inde-
and thus, tha andb scatter correction parameters are Pendentsingular values of the original signal where is
determined using only consistent spectra| areas. ThepOSSib|e to discriminate the different microorganisms
iterative algorithm can be described, briefly as follow: Spectra:
1) set the reference spectragf) equal to the sample X = USenV reiv (6)
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of 700-1000nm, but nevertheless both light sources
present higher degree of spectral variance in the re-
gion of 400-700nm.

Furthermore, it is observable that all spectra are
proportional to each other. Variation is mostly in
terms of signal intensity than in spectra shape. In this
sense it is difficult to distinguish the different growth
media by direct spectra comparison. Figure 3 presents

the Gabriel plot (PC1 vs PC2) of the growth media
spectra, for UV-VIS and VIS-NIR wavelengths, re-
spectively. Both UV-VIS and VIS-NIR biplots evi-
dence optical properties of the growth media, being
thin mostly described by the 1st principal component.
In both biplots, it is possible to observe that the MP
growth media is the most translucid and YPD the
most opaque, and therefore PC1 can be interpreted as
the amount of signal that the detector records. Media
such as TSA and LB present similar spectra records.
WhereUSgv andV 4y are the statistically rele-  Such is mainly attributed to their similar composition
vant scores and loading &f respectively. To further  interms of main components such as sodium chloride,
discriminate between the microorganisms spectra, theagar and water.
relevant PC'’s scoredS.jy) were subjected to hierar- Results show that MP and YPD media are more
chical clustering according to the euclidean distance, suceptible to variability than TSA and LB in spec-
to determine the potential of using UV-VIS and VIS- troscopy terms. As no chemical assessment was per-
NIR to identify the studied yeast and bacteria. All formed to the media, we cannot present the cause for
statistical computing analysis were performed using this source of variation.
R (R-Project, 2006). Figure 4 presents the UV-VIS and VIS-NIR mi-
croorganisms spectra, respectively. Similarly to the
growth media, the microbe spectra exhibits high scat-
tering artifacts (see Figures 4a and 4c). The scatter-
ing effect is in this case due to the light scattering at
the colony surface and growth media, which signifi-
cantly affects the observed spectra. Similarly to the
i growth media, scattering is significantly high in both
Figure 2 presents the UV-VIS and VIS-NIR plate |ight sources and evenly distributed from 450 to 1000
count agar growth media spectra, respectively. Itis ny nevetheless scattering is significantly reduced by
possible to observe in Figure 2(a) and 2(c) that all {he RMSC algorithm. The corrected spectra presents
plate count agar are highly dispersive, generating apigher variability in the region of 400-700nm, but
high scattering effect. This undesired scattering ef- eyertheless it is difficult to recognize directly spec-
fectis due to the light path length to be very sensitive (5| characteristics that distinguish the different mi-

to the probe angle, particles in the agar, surface tex-.rqorganisms under study, and therefore SVD analy-
ture of both agar and petri disk. If the light scattering i ig necessary.

effect is not corrected, variance due to this physical
phenomenon affects significantly the chemical inter-
pretation of the spectra due to scattering artifacts.

As pure additive effects of light scattering are
rarely observed in samples with complex compo-
sitions, being mainly of multiplicative origin, the Figure 5 presents the Gabriel plot of the first
growth media spectra was subjected to RMSC, be-two components obtained by SVD (PC1(78.40%),
ing the corrected spectra presented in Figures 2 (b)PC2(8.03%)), and the corresponding hierarchical
and 2 (c), respectively. By directly comparing Fig- clustering analysis. The first two decompositions en-
ures 2 (a)-(b), and 2 (c)-(d), one can observe the scat-sure the majority of the spectral variation to pro-
tering effect is obtained in both light sources. After portional to the average spectrum (PC1(78.40%)),
applying the RMSC one can observe that, this scat- and that linear variance also with discriminant power
tering artifacts are significantly reduced in the region (8.03%), evidences smaller but discriminate spectral

Logw

3 4 5 6
1ogw)

3 4 5 6 7 8 9

400 600 800 1000 400 500 600 700 800 900 1000
Wavelength (nm) Wavelength (nm)

Figure 4: Microorganisms spectra: (a) raw UV-VIS; (b)
MSC UV-VIS; (c) raw VIS-NIR; (d) MSC VIS-NIR.

3 RESULTSAND DISCUSSION

3.1 Spectral Analysis

3.2 Singular Value Decomposition
Analysis
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Figure 5: UV-VIS Microorganisms Spectra PCA Analysis: (&@el Plot (PC1 (78.40%), PC2 (8.03%); cerevisiagc), S.
bayanuqA), C. albicang(vy), Y. lipolytica(¥), M. luteus(s), P. fluorescengo), E. coli (C0) andB. cereug$); (b) hierarquical
clustering of Microorganisms.

differences between the studied microorganisms. fused into de media iR. fluorescensBetter growth
PC1(78.40%) discriminates between spectral in- may in the future improve the spectral measurement
tensity, being possible to observe that colonies of and therefore its identification, as already observed in
B. cereus C. albicansand S.cerevisiagpresent the  E. coli colonies, which although are smaller, are ca-
higher scores indicating that the colonies of this mi- pable of developing thicker colonies.
croorganisms are well suited for diffusive reflectance. Dispite the experimental difficulties hierarchical
Although the relative proximity in the scores space, it clustering analysis presented in Figure 5b shows that
is observable thaB. cereusC. albicansandS. cere-  the majority of the studied microorganisms cluster to-
visiaeare discriminated by the 2nd PC. In the group, gether with exception oP. fluorescens This gives
it is possible to observe a higher similarity betw&n  good perspectives of using UV-VIS spectroscopy for
albicansandS.cerevisiaspectra than witB. Cereus microorganisms identification in plate count agar af-
It is further observable that although bayanus  ter experimental and signal processing improvements.
and Y. lipolityca exhibit similar spectral intensity, The VIS-SWNIR spectra also exhibits high scat-
their spectra is possible to he discriminated in the 2nd tering artifacts in the 400-1000nm region (see Fig-
PC.S. bayanusvho presents larger variability théfa ure 4c), the scattering effect is effectively removed
lipolityca, being more difficult to identify. by the RMSC algorithm used during the spectral pre-
E. coli and M. luteus colonies are distinguish- processing. Figure 4d, shows that in the corrected
able from all the other microorganisms group. These spectra, variance is higher in the 400-700nm as al-
present the lowest signal intensity, and the proximity ready observed as with the UV-VIS light source. The
of the two spectra may in part he due to the growth majority of the spectra are proportional to each other,
media spectral similarity between TSA and LB, as varying only in signal intensity.
show in Figure 3a. Nevertheless, the UV-VIS spectra Figure 6a presents the Gabriel plot of the first
decomposition is capable of discriminating between two PCs of the decompose VIS-NIR spectra (PC1
E. coliandM. luteusspectra. (75.40%), PC2 (10.95%), and the corresponding
In the UV-VIS, P. fluorescenspectra has proved scores hierarchical clustering. Similarly to the UV-
to he highly unreproducible, being its scores VIS spectra, the first spectra decomposition discrim-
well spread throughout the 2nd PC. This un- inating variance proportional to the average spec-
reproducibility is attributed to the high translucent tra, and PC2 (lower variance) tends to discriminate
of both P. fluorescenolonies and the MP growth  smaller details between the spectra of the studied mi-
media, and to the experimental microbiological tech- croorganisms, evidencing that VIS-NIR is a viable
nigue. As microorganisms were inoculated using a methodology for identification microorganisms on
inoculating loop, a significant part of radiation is dif- plate count agar. PC1 (75.40%) of VIS-SWNIR spec-
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hierarquical clustering of Microorganisms.

tra presents a clear discrimination between groupsulate by a droplet on the surface agar will allow the
of microorganisms: (aB. cereus S.cerevisiag S. growth of compact and thicker colonies. Small and
bayanusyY. lipolityca C. albicans and (b)M. luteus thin colonies lead to readings with much media infor-
E. coli and P. fluorescens PC2 (10.95%) is capa- mation, because the light is reflected from both sites
ble of discriminate the microorganisms inside these of the agar. This is particularly relevant f&: coli
two groups, and therefore, complete discrimination is and P. fluorescendecause of the small size of the
achievable with VIS-SWNIR wavelengths. colonies and small thickness Bf fluorescensbeing

In the VIS-SWNIR spectr&. coli and P. fluo- the spectra highly affected by the media composition,
rescengresent higher dispersion of signal when com- leading to sistematic errors in discrimination. Mi-
pared to the rest of the spectra of microorganisms. croorganisms signal spectra can also be maximised
Nevertheless, results reproductivity inside these two by reducing the growth media thickness. Such min-
groups is significantly higher than with the UV-VIS imises light dispersion accross the agar, and increases
measurements; indicating that translucid colonies the colony spectral intensity by passing through it the
were better identified under the VIS-SWNIR radi- reflected light; ans as well by optimising fiber optics
ation. Furthermore, data suggest that VIS-SWNIR diffusive reflectance position and angle control, min-
may be better to be used under non-optimal measur-imizing scattering effects in the colonies and growth
ing conditions. This is especially problematic if we media.
want to identify microorganisms in plate count agar Scattering artifacts and small noise were success-

with similar compositions and metabolism. fully removed by pre-processing the spectra with the
RMSC and Savisky-Golay filter, respectively; being
3.3 Methodology | mprovements possible to achieve high-quality and resolution final

spectra before signal treatment. Improvements can

This preliminary study shows that UV-VIS and VIS- also be performed to the spectra processing proce-
SWNIR reflection spectroscopy has a great potential dure. Methods such as the combination of logis-
for rapid qualitative discrimination of yeasts and bac- tic partial least squares (log-PLS) with multiblock
teria in plate count agar. Nevertheless, both experi- (€.9. UV-Vis+Vis-Nir spectra) can provide a new in-
mental methodology and signal processing techniquessight to the discrimination of microorganisms using
should be improved to take advantage of the informa- Spectroscopy. If these methodologies provide good
tion contained in the UV-VIS-SWNIR. discriminations, more robust techniques such as the
Improvements to the experimental methodology are Use of wavelets for compressing the original spectra
necessary to improve discrimination in the studied re- and orthogonal-PLS classification of spectra will be
gion of the spectra. For example, the use of liquid tested.

cultures to replicate microorganisms and then innoc-
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4 CONCLUSIONS

spectroscopic identification of bacterial cells of the
genus staphylococcus and dependence on their cul-
tivation conditions. InAnalyst 130: 15431550The

Results show that UV-VIS-SWNIR spectroscopy is a Royal Society of Chemistry.

feasable technology for plate count agar microorgan- o o
isms identifications. The robust mean scattering cor- Jolliffe. I- (198k6)-P””°'pa' Component AnalysiSSpringer,
rection algorithm was able to efficiently remove the New Yor  USA. o o

growth media and colonies scattering artifacts, allow- Krzanowski, W. J. (1998)Principles of Multivariate Data
ing a better interpretation of the singular value de- Analysis Oxford University Press, Oxford, UK.
composition scores loading. In this exploratory ex- Manly, B. F. (1998).Randomization, Bootstrap and Monte
periment, VIS-SWNIR wavelengths were able to pro- ggg'ouhlﬂetzhr?éjzéﬂigr'?'ogy Chapman and Hall, Lon-
duce better discriminations between microorganisms B T

than the UV-VIS region. Nevertheless, experimen- Mariey, L., Signolle, J., Amiel, C., and Travert, J. (2001).
tal methodology and signal processing improvements Discrimination, classification, identification of mi-

’ AR ; croorganisms using ftir spectroscopy and chemomet-
proposed may increase the discrimination resolution, rics. InVibrational Spectroscopy 26: 151-158Ise-

making UV-VIS-SWNIR an attractive methodology vier.
for rapid microorganisms identification in plate count \jarens, H., Nielsen, J. P., and Engelsen, S. B. (2003).
agar. Light scattering and light absorbance separated by ex-

tended multiplicative signal correction. application to
near-infrared transmission analysis of powder mix-
tures. InAnalytical Chemistry 75(9): 394-40Amer-
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This paper introduces multifractal analysis to the Fuzzy Markov Random Field (MRF) Model, used for

brain tissue classification of Magnetic Resonance Images (MRI). The traditional classifying method using
Fuzzy MRF Model is already able to calculate out the memberships of each voxel, to solve the Partial
Volume Effect (PVE). But its accuracy is relatively low, for its spatial resolution is not high enough.
Therefore the multifractal analysis is brought in to raise the accuracy by providing local information. The
improved method is tests on both simulated data and real images, where results on membership average
errors and position errors are calculated. These results show that the improved method can provide much

higher accuracy.

1 INTRODUCTION

Magnetic Resonance Images (MRI) have been
widely used for brain diagnosis and disorder
detections. Accordingly, segmenting brain images
into different tissues, such as cerebrospinal fluid
(CSF), grey matter (GM) and white matter (WM),
for clinical uses, has become a classical problem.

Many different tissue segmenting methods and
algorithms are proposed these years. Some methods
are using T1 weighted images (Rajapakse et al,
1996), while others use multispectral MR data (Taxt
and Lundervold, 1994). Algorithms can be based on
histogram determination Suzuki and Toriwaki,
1991), or on a priori information on anatomy (Joliot
and Mazoyer, 1993). Mathematical models are used,
from cluster analysis (Simmons et al, 1994) to
Bayesian estimation (Chang et al, 1996). All these
methods assume that each voxel in the images to be
segmented belongs to only one specific tissue.
However, due to the partial volume effect (PVE),
one voxel may contain information from several
different tissues, flawing the segmenting results of
the methods proposed.

To solve the effect of PVE, Markov Random
Field (MRF) Model is applied to tissue classification
(Ruan and Cyril et al, 2000). The a priori
information from an image and the classifying
criteria are combined into energy functions of

MREF’s distribution, and then the voxels with mixed
tissues can be classified by the iterated conditional
mode (ICM). This method achieves a so-called
‘Hard Classifying’, classifying each voxel into one
tissue who contributes the most, and contributions
from other tissues are neglected. Considering that
the neglected information is usually useful, a further
model, the Fuzzy MRF Model, is brought in (Ruan
and Moretti et al, 2001). The Fuzzy MRF Model
takes into account the contextual information, the
statistical ~ information and the anatomical
information of the brain. And ‘Hard Classifying’ is
replaced by ‘Fuzzy Classifying’, providing
‘memberships’ for each voxel, indicating each
voxel’s partial volume degree, in other words,
representing how much these tissues occupy one
voxel respectively.

The fuzzy MRF Model is proved effective on
PVE, but still limitations it has. Experiments show
that this method performs poorly at brinks of brain
images, where grey-level of voxels changes
suddenly, which implies its spatial resolution is not
high enough. Also, this method being noise sensitive,
when it encounters images with high noise, its
accuracy becomes even worse. These limitations can
be attributed to the lack of local properties extracted
from images, so what we need to do is to provide the
Fuzzy MRF abundant local information.

As a new signal processing method, multifractal
analysis is competent for this object. Multifractal is
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first studied mathematically (Halsey et al, 1986),
and introduced to image processing by Sarkar and
Katsuragawa (1995). It has derived various methods
for image analysis, and has shown its advantages in
local feature extraction (Liu and Li, 1997). It is also
adapted to MRI brain tissue classifying, to remove
ambiguities in the ‘Hard Classifying’ caused by
intensity overlap, and performed well (Ruan et al,
2000)

Our research aims to raise the spatial resolution
by local information while using fuzzy MRF model.
We propose a combining both fuzzy MRF model
and multifractal analysis together, to achieve a more
accurate ‘Fuzzy Classifying’. In this paper, we
firstly show an overall of the proposed scheme and
two kenel algorithms, fuzzy MRF and multifractal
analysis, then explain how to combine these two
parts in section 2. The validation of this improved
scheme is done both by some experiments and in
comparison with traditional fuzzy MRF method. The
results and discussion are shown in section 3. This
improved algorithm takes the same frame as the
original method, while changes are done
mathematically. Experiments and tests are done on
various images, including real and virtual data with
different amount of added noise.

2 ALGORITHMS

In this section we will introduce the algorithms for
Fuzzy MRF Model along with multifractal analysis.
We will show how the Fuzzy MRF Model works
and how the multifractal information improves its
classifying results.

2.1 A Whole Algorithm for Fuzzy MRF
Model with Multifractal Analysis

Here we give out the flowchart of the whole
algorithm using Fuzzy MRF Model with multifractal
analysis, as Figure 1.

A parallel treatment, such as a preteatment for
the parameter estimation of Fuzzy MRF Model and
a multifractal analysis for producing a novel
parameter U; to adjust a traditional Fuzzy MRF
Model, is the contribution of this scheme.

The region framed by dashed line rectangle is the
multifractal part added to the original frame. The
other modules form the ICM iteration of Fuzzy MRF
(Ruan and Moretti ef al, 2001), and the multifractal
part provides a ‘tendence’ to instruct the iterating
course. We will discuss them in detail in following
subsections.
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Figure 1: Flowchart of the whole algorithm.

2.2 Fuzzy MRF Model

The MRF Model is an a priori model, it represents
the spatial correlation of image data. Considering a
random field 4 with its realization a, in practice we
usually use the joint probability density function of
A on the whole image. Particularly when the
probability density is distributed Gibbsian, the
density function takes form as (1):

P(X =) =L exp(-U(x),

oz (1)
Z =Y exp(-U(x))

where U(a) stands for the energy function, and Z the
normalizing constant.

Fuzzy MRF Model applied to image
segmentation, there are two random fields. One is
the membership field 4, whose realization is a, the
other is the grey-level field Y, whose realization is y,
which is known a priori. The goal of tissue
classifying is to achieve the maximum joint
probability density distribution of these two random
field:
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aresult =a | {PA\Y (aﬁ y) 2 })A\Y (x’ y)ﬂ vx} (2)

The joint probability can be represented by
conditional probability as:

P,y(a,y)=P(a)F,,(y|a) (3)

Comparing (1) and (3), we can get the
probability distribution of Fuzzy MRF of image:

PM(a,y)=%exp(—U1<a,y>—Uz<a)> @)

Here U, represents the incompatibility between the
grey-levels and the memberships, and U, represents
the inhomogeneity of memberships themselves.
They can be calculated using statistical parameters,
which are acquired by fitting the grey-level
histogram with several Gaussian functions (Ruan
and Jaggi et al, 2000).

Once the two parts of energy function are
calculated out, we can use the deterministic
relaxation iterated conditional modes (ICM) to find
the optimum realization of membership a, to ensure
the energy function U being minimum, which means
the joint probability in (1) being maximum.

The original algorithm concerns only these two
parts of energy function, and information about the
partial details are not taken into account. So we can
see the shortcome of the original algorithms clearly
by calculating the set-difference between classifying
resluts and standard modules. Here we use a noise-
free virtual image of normal brain with no RF. The
original image is shown in Figure 2. Classifying
results are shown in Figure 3 and differences in
Figure 4, as we can see, the spatial differences
mainly locate on the brinks, stings and nicks of the
image, where grey level changes suddenly. If we
could provide the algorithm enough local
information to raise its spatial resolution, the result
should be more accurate.

2.3 Multifractal Analysis

The multifractal analysis is first adopted into ‘Hard
Classification’ by Ruan (Ruan and Bloyet, 2000), to
remove the ambiguity caused by intensity overlap.
The intensity overlap has nothing to do with the
fuzzy model, since in fuzzy circumstances, we need
not to reclassify a mixed voxel into one particular
pure tissue. But the local information provided by
multifractal still helps in raising the spatial

resolution, thus we introduce the multifractal method
to the Fuzzy MRF Model.

Figure 3: The classifying results of a virtual image.

C3F GH WH

Figure 4: The spatial difference between classifying
results and standard modules of a virtual image.

2.3.1 Multifractal in Signals

It is well known that fractal is widely used to
process self-similar signals, by providing its global
information of similarity to the ‘fractal dimension’.
But to provide local information, we need the
‘fractal dimension’ to vary from part to part of the
signal. This is multifractal.

Therefore Multifractal dimension is defined
locally by the measurement and length of a
shrinking small region, as (5):

o = lim 1280
a—>0 loga

)

where ¢ denotes the multifractal dimension, also
called Holder exponent, b denotes the measurement,
and a the length of the region.
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Each small region has its own Holder exponent,
and then the whole signal can be considered as the
union of many subsets that combining with each
other. To characterize the local characteristics, we
need another parameter to decompose these small
regions, and group all voxels being in the same kind
of detail into a set. The parameter brought in is
called ‘multifractal spectrum’, defined as f(a) .

f(a)’s definition can be Hausdorff, Legendrea, or
others. We can also define it particularly.

2.3.2 Multifractal in Brain Images

To describe the local details of brain images, first we
need to abstract these details into several simple
models. Observe the images, we can find out three
kinds of details shown in Figure 5.

plain

hill

valley

Figure 5: The details of brain image.

B e

(a) plain detail

B

(b) hill detail

L 4

(c) valley detail

Figure 6: The models of details. The intensity model is on
the left, while grey-level model is on the right.

Grey levels of voxels in plain region has little
difference from the central voxel, most of the small
regions are proved to be plain. Hill region has
several voxels much lighter in the centre, and valley
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region has a much darker centre. The models can be
illustrated as Figure 6.

After defined the three detail models, the Holder
exponent ¢ is ready to be calculated out for each
model. From the equation (5) we could know that o
is defined to be a limit process. Because the image is
composed by discrete voxels, the values of length a
must also be discrete, thus the limit process is
discrete: first a takes the radius of the small region R
as its value, then each time @ minus 1 until «
becomes 0. The corresponding value of b is the sum
of grey level of voxels in a diminishing spherical
small region whose radius is a. Both a and b gotten,
the Holder exponent ¢ can be gotten in succession.
Since we only care about the relative size of the
Holder exponenta , the values themselves make no
sense to us; we can also use some approximate
method, such as linear fitting, instead of the
complicate limit process.

At last, we can get the relative size of the Holder
exponent ¢ in different details: for hill, ¢ is
relatively smaller, and for valley, « is relatively
bigger, while for plain, it’s in the middle.

To decompose image details and group the
voxels into three sets, f(a)needs to be generated

from ¢ . And for concision, we define f(a)as a’s
histogram, that means:

fla) =Y sak),a) ©)

kel
where I represents the whole image, a(k) is the

Holder exponent at voxel &, S(a(k), a,) is

Kronecker Function, which takes the value 1 while
a(k)=a,,and 0 while (k) # -

fla)

(24

Figure 7: Multifractal spectrum of MR brain image.

Then we get the histogram as spectrum, shown in
Figure 7. A correctly collected MR Brain image
must has a multiractal spectrum in this shape,
because most voxels are in plain regions, which
makes the high peak in the middle. Therefore we
need only to find the position of the peak, denoted as
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a, » representing the corresponding voxels being in

plain detail, and voxels with an ¢ smaller than
a, are in hill regions, others are in valley regions.

2.4 Multifractal Applied to Fuzzy MRF

Using multifractal, we can label every voxel the
detail type it belongs to, and the rest to be done is to
combine the multifractal and Fuzzy MRF together,
by influencing the ICM iterating process with these
detail labels.

We consider translating the labels into some sort
of ‘tendence’. If a voxel is labelled ‘hill’, that means
it’s brighter than its neighbours, then it should have
a tendence to be classified into a brighter tissue. If
the voxel is labelled ‘valley’, on contrary, it should
have a tendence to be classified into a darker tissue.
If the voxel is labelled ‘plain’, its brightness is
almost the same as its neighbours’, so it should have
no tendence.

Then the main problem is how to translate the
detail labels into ‘tendences’. Here we propose the
31 energy function Ui, to change the value of U,
therefore to impose the ‘tendence’ to the iterating
process. From to gradient label (denoted by D), then
to Us, can be defined as equation (7):

I a<ay, (il
D=40 a,<acs & alley (plain),
-1 a>a,, (valley)
(7)
_1 a > acurrent
U3 = D : /Bfmcrul : 0 a= a(‘urrent ’ ﬁ/i'ac'tal > 0’
1 a<a

current

For equation (7), «,, and &,y ATC thresholds
generated from the spectrum f() shown in Figure
7, eg a,,=max(a|f(@)< f(a,)/2&a<a,)
iy =min(@| (@) < f(@,)/2&a > a,)
And B actal is a positive weight coefficient for Us,

and ¢

whose value depends on how much you want the
multifractal part to affect the whole system.

Using (7), the detail ‘hill’ can make U with
brighter membership a smaller, and U with darker
membership a bigger. For the detail ‘valley’, the
performance is on the contrary. Thus multifractal
can be applied to the algorithm frame shown in
Figure 1.

3 EXPERIMENTS AND RESULTS

3.1 Experiment Materials

Experiments are done on 9 data sets to test the
improved algorithm. These 9 sets of data includes
various conditions, such as virtual data and real
images, data with different noise levels and RF
levels, data of normal brains and brains with defect.
We name each image the way as following. The 1%
letter indicates its source in V (virtual) and R (real).
The 2™ letter indicates the defect of the brain, in n
(normal), s (multiple sclerosis) and t (tumour). The
1** number indicates its noise level in percent. And
the 2" number indicates whether RF is added, in 1 if
added or 0 if not.

The information of the 9 sets of data is listed in
Table 1.

Table 1: Information of data sets used for tests.

Name Source Defect Noise RF
Vn00 virtual normal 0% 0%
Vn30 virtual normal 3% 0%
Vn50 virtual normal 5% 0%
Vn70 virtual normal 7% 0%
Vn0l1 virtual normal 0% 20%
Vn71 virtual normal 7% 20%
multiple
Vs00 virtual | gelerosis 0% 0%
Rn real normal
Rt real tumour

To quantify the tests of accuracy, we mainly use
the virtual data and their standard modules. The
virtual data is from Montréal Neurological Institute,
McGill University, McConnell Brain Imaging
Centre (Website:  http://www.bic.mni.mcgill.ca/
brainweb/ ).

3.2 Evaluating Method

The classifying results of virtual images are
evaluated in two ways. The 1% way is the position
error e, which is the number of voxels classified
differently from the standard module. The position
error is defined as equation (8).
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e,= z 5(aresu1t(i‘j‘k)’aS"l(i’»f’k))

(i,j,k)el

S5 _ 1 Lesuir(irjok) = Hsedinjy — (8)
(aresu/t(i,j,k) b asld(i,j,k)) -

0 aresult(i,j,k) * astd(i,j,k)

And the 2™ way is the membership average error
em, Wwhich indicates the average error of
memberships from the whole images. The
membership average error is defined as equation (9),
where N(I) represents the number of voxels.

Z aresult(i,j,k) - astd(i,j,k)|
e = (el )

! N(I)

3.3 Result and Discussion

The position error of each image data using each
algorithm is listed in Table 2, the membership
average errors are listed in Table 3.

Both Table 2 and Table 3 show that the
algorithm with multifractal has lower errors, in other
words, higher accuracy than the original one. (In
spite of some exceptions caused by noise and RF,
such as GMs of Vn50 and VnOl in Table 2, the
flaws can be compensated by better results on the
other tissues. )

Table 2: Position errors of two algorithms.

Multi- e, (number of voxels)
Data |
fracta CSF GM WM
without 68232 105738 55071
Vn00
with 66398 98904 54122
without 114829 140443 139721
Vn30
with 115507 134358 139774
without 188361 193855 | 223821
Vn50
with 183362 194035 | 222067
without 228503 238072 281032
Vn70
with 228273 230507 | 278875
without 165458 255996 195482
Vn0l1
with 166628 256531 190323
without 232630 256904 | 306778
Vn71
with 232336 250765 302827
without 72145 124560 72968
Vs00
with 72170 119322 69315
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Table 3: Membership average errors of two algorithms.

Multi- €m
Data |
fracta CSF GM WM
without 1.6322 3.3685 1.3824
Vn00
with 1.5104 3.1752 1.3422
without 2.1395 4.9949 2.7958
Vn30
with 2.0264 4.8018 2.7688
without 2.9763 7.4779 4.6330
Vn50
with 2.8443 7.2597 4.5960
without 4.3948 9.4826 5.9437
Vn70
with 3.5422 9.1410 5.9312
without 2.3392 6.2700 3.9262
Vn0l1
with 2.2365 6.1273 3.8102
without 3.8495 10.526 7.0626
Vn71
with 3.6663 10.136 7.0032
without 1.6992 3.4159 1.4649
Vs00
with 1.6233 3.2771 1.4197

Because of the effect of other tissues such as
muscles and bones, the errors are still not very low,
but we could observe just the voxels at brinks, which
we care about. Comparing the result images, we find
that the voxels improved are mainly what we wanted
to improve. Compare to the results from original
method, the results of multifractal method have
much less error voxels at the brinks of images. One
comparison of position error using Vn00, the same
data as Figure 2, is shown in Figure 8.

CEF GN Wn

Figure 8: Position error of original algorithm (above) and
improved algorithm with multifractal (below).
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Figure 9: Membership average error of original algorithm
(real line) and improved algorithm with multifractal
(dotted line).

Another improvement is the better robustness on
noise. We chart the average errors of Vn00 to Vn07
in Table 2, the curves are shown in Figure 9.

The higher the noise level becomes, the greater
the accuracy improves. The improved method with
multifractal is improved less sensitive to noise, and
can be used to contain the deterioration caused by
high noise.

Results of real image Rn and Rt have been
compared to some manual segmenting results, and
they match each other. The improved method can be
well used for real applications.

4 CONCLUSIONS

An improvement from multifractal analysis has been
done to the traditional tissue classifying algorithm
using Fuzzy MRF Model. The original mathematical
models and fuzzy features are reserved, when spatial
resolution is increased, thus accuracy is improved. In
numbers of tests on various sorts of data, the
improved method shows its advantage on accuracy
to the original method. Also an entire algorithm
using the improved method is proposed and tested,
doing well in real applications.
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This study experimentally investigates the relationships between central cardiovascular variables and
oxygen uptake based on nonlinear analysis and modeling. Ten healthy subjects were studied using cycle-
ergometry exercise tests with constant workloads ranging from 25 Watt to 125 Watt. Breath by breath gas
exchange, heart rate, cardiac output, stroke volume and blood pressure were measured at each stage. The
modeling results proved that the nonlinear modeling method (Support Vector Regression) outperforms
traditional regression method (reducing Estimation Error between 59% and 80%, reducing Testing Error
between 53% and 72%) and is the ideal approach in the modeling of physiological data, especially with

small training data set.

1 INTRODUCTION

The relationships between central cardiovascular
variables and oxygen uptake during steady state of
graded exercise have been widely examined by
numerous investigators (Allor et al., 2000) (Astrand
et al., 1964) (Fairbarn et al., 1994) (Freedman et al.,
1955) (Kobayashi et al., 1978) (Reeves et al., 1961)
(Richard et al., 2004) (Rowland et al., 1997) (Turley
et al, 1997). Most of them investigated the
relationship between cardiac output (CO) and
oxygen uptake (V0,) using linear regression
methods and found the slope between the two
variables to be approximately 5 — 6 in normal and
athletic subjects (Rowell et al., 1986). Beck et al
(Beck et al.,, 2006) in contrast, investigated this
relationship in healthy humans using polynomial
regression. Turley (Turley et al., 1997) described
both the relationship of stroke volume (SV) and the
total peripheral resistance (TPR) to oxygen uptake
during steady state of sub-maximal exercise using
linear regression. However, from the point view of
modeling, the regression methods used by the
previous researchers have several limitations. First
the empirical risk minimization (ERM) principle
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used by traditional regression models does not
guarantee good generalization performance and may
produce models that over-fit the data (Gunn, 1997).
Secondly, most of the regression models developed
from early research based on a small sample set with
limited subjects during three or four exercise
intensities. Traditional regression approachs are
particularly not recommended for modeling small
training sets. Determination of the size of the
training set is a main issue to be solved in the
modeling performance because the sufficiency and
efficiency of the training set is one of the most
important factors to be considered.

This study presents a novel machine learning
approach, Support Vector Regression (SVR)
(Drucker et al, 1997) to model the central
cardiovascular response to exercise. SVR, developed
by Vapnik and his co-workers in 1995, has been
widely applied in forecasting and regression (Su et
al., 2007) (Su et al., 2005) (Su et al., 2006) (Valerity
et al., 2003). The following characteristics of SVR
make it an ideal approach in modeling of
cardiovascular system. Firstly, SVR avoids the over-
fitting problem which exists in the traditional
modeling approaches. Second, SVR condenses
information in the training data and provide a sparse
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representation by using a small number of data
points (Girosi, 1998). Thirdly, SVR is insensitive to
modeling assumption due to its being a non-
parametric model structure. Finally, the SVR model
is unique and globally optimal, unlike traditional
training which can risk converging to local minima.

The rest of this paper is organized as follows:
section 2 describes the experimental design for the
data collection. Section 3 applies SVR for modeling
the relationships between central cardiovascular
variables and oxygen uptake. Finally, some
conclusions are drawn in Section 4.

2 EXPERIMENTAL DESIGN

2.1 Subjects

We studied 12 normal male subjects. They are all
active, but do not participate in formal training or
organized sports. However, since two of them could
not complete 6 minutes of higher level exercise, only
the data recorded from 10 subjects (aged 25 + 4yr,
height 177 £ Scm, body weight 73 £+ 11kg) are used
for this study. All the subjects knew the protocol and
the potential risks, and had given their informed
consent.

2.2 Experimental Procedure

All tests were conducted in the afternoon in an air-
conditioned laboratory with temperature maintained
between 23-24 °C. The subjects were studied during
rest and a series of exercise in an upright position on
an electronically braked cycle ergometer. Exercise
was maintained at a constant workload for 6
minutes, followed by a period of rest. The initial
exercise level was 25W and each successive stint of
exercise was increased in 25W steps until a
workload of 125W was reached. The rest periods
were increased progressively from 10 to 30 minutes
after each stint of exercise. Six minutes of exercise
was long enough to approach a steady state since the
values of oxygen uptake and the A-V oxygen
difference had become stable by the 5th and 6th
minutes even for near maximum exertion (Reeves et
al., 1961).

2.3 Measurement and Data Processing

Heart rate was monitored beat by beat using a single
lead ECG instrument, while ventilation and
pulmonary exchange were measured on a breath by
breath basis. Minute ventilation was measured

during inspiration using a Turbine Flow Transducer
model K520-C521 (Applied Electrochemistry,
USA). Pulmonary gas exchange was measured using
S-3A° and CD-3A gas analyzers (Applied
Electrochemistry, USA). Before each individual
exercise test, the turbine flow meter was calibrated
using a 3.0 liters calibration syringe. Before and
after each test, the gas analyzers were calibrated
using reference gases with known O, and CO,
concentrations. The outputs of the ECG, the flow
transducer and the gas analyzers were interfaced to a
laptop through an A/D converter (NI DAQ 6062E)
with a sampling rate of 500 Hz. Programs were
developed in Labview 7.0 for breath by breath
determination of pulmonary gas exchange variables
but with particular reference to vo, (vo, STPD).

Beat by beat stroke volume and cardiac outputs were
measured noninvasively using the ultrasound based
device (USCOM, Sydney, Australia) at the
ascending aorta. This device has previously been
reported to be both accurate and reproducible
(Knobloch et al., 2005). In order to keep consistent
measurements, all CO/SV measurements were
conducted by the same person. An oscillometric
blood pressure measurement device (CBM-700,
Colin, France) was used to measure blood pressure.

The measurement of po, and HR were
conducted during the whole exercise and recovery
stage. The static values (¥o, and HR) were
calculated for each workload from data collected in
the last minute of the six minute exercise protocol.
The measurements of SV, CO and BP (blood
pressure) were similarly conducted during the last
minute of the six minute exercise for each workload
with the additional requirement that subjects keep
their upper body as still as possible to minimize
artifacts caused by the movement of the chest during
exercise. We then, calculated their static values (CO,
SV and BP) based on the measurement in the last
minute for each workload.

2.4 Results

We found that the percentage changes of
cardiovascular variables relative to their rest values
more uniform than when absolute values are used.
This may be because using relative values diminish
the wvariability between subjects. For example,
Figure 1 (a) shows the relationship between the
absolute value of mean arterial blood pressure
response and the absolute value of oxygen uptake
rate for all the ten subjects, while Figure 1 (b) is the
percentage change in mean arterial blood pressure
relative to its rest value with the percentage change
in oxygen uptake rate to its rest value for the ten
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subjects. Obviously, the response in Figure 1 (b) is
more consistent and gives clearer trend than that in
Figure 1 (a). It is thus reasonable to believe that
modeling of cardiovascular responses using relative
changes may give more robust results than modeling
with the absolute values.

100

Mean Arterial Blood Pressure (mmHg)

EI‘A EI‘E EI‘B 1‘ 1‘2 1‘4 1‘5 1‘8 2‘ 2‘2 2'11
Oxygen Uptake Rate (iters/min)

(a). Mean arterial blood pressure response to oxygen

uptake rate (in absolute value).
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Percentage Change in Mean Arterial Blood Pressure
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Percentage Change in Oxygen Uptake Rate

(b). Mean arterial blood pressure response to oxygen
uptake rate (in relative value).

Figure 1: Mean arterial blood pressure response to oxygen
uptake rate for the ten subjects.

Based on the above finding, we model CO, SV
and TPR to vo, by modeling the percentage

changes in CO, SV and TPR with respect to their
corresponding rest values to percentage change in
vo, with respect to its rest value. We use CO%,

SV%, TPR% and V0, % to represent their relative
values (expressed as percentage), respectively.

3 APPLICATION OF SVR FOR
MODELING

We selected radial basic function (RBF) kernels for

2
this study, that is foxiH ) Where o is

K(x, xi) =exp(— 2

20
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the kernel parameter, x, is the ith input support

value and x is the input value.

Detailed discussion about SVR, such as the
selection of regularization constant C, radius & of
the tube and kernel function, can be found in (Gunn,
1997) (Vapnik, 1998).

In order to show the effectiveness of SVR, we
applied both SVR and traditional linear regression
(Least-Square linear regression (LS)) to investigate
the relationships between percentage change of
cardiovascular variables (CO%, SV% and TPR%)

and VO2 %.

3.1 The Relationship between CO%
and V0, %

3.1.1 Model Identification

A SVR model was developed to estimate CO% from
Y0, % (Table 1 and Figure 2). Although it is widely
accepted that there is a linear relationship between

cardiac output and oxygen consumption (Allor et al.,
2000) (Astrand et al., 1964) (Freedman et al., 1955),

200

Percentage Change in Cardiac Output

75DD 100 200 300 400 500 600
Percentage Change in Oxygen Uptake Rate
(a). Estimation of percentage change in CO from

percentage change in [/'02 using SVR.
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Percentage Change in Oxygen Uptake Rate
(b). Estimation of percentage change in CO from

percentage change in V'O2 using LS.

Figure 2: Comparison of estimation results of CO%
between using SVR and using LS.
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their relationship can be better described by the
nonlinear SVR model in terms of reducing the errors
(MSE) from 418 to 171 (Table 2), an improvement
of 59% comparing with that of LS method

The results in Table 1 also show the efficiency of
SVR. Unlike traditional regression method where
the solution of the model depends on the whole
training data points, in SVR, the solution to the
problem is only dependent on a subset of training
data points which are referred to as support vectors.
Using only support vectors, the same solution can be
obtained as using all the training data points. SVR
uses just 13% of the total points available to model
their nonlinear behavior efficiently.

3.1.2 Model Validation

To further evaluate the feasibility of this proposed
SVR model, the whole data set is divided into two
parts: the first part (70% of the data) is used to
design the model and the second part (30% of the
data) is used to test its performance. Because we do
not have large sample of data, we separated the data
set into two parts randomly five times. Each time we
use 70% of the data for training and the rest for
testing. We established the SVR model with the
three design parameters (kernel function, capacity
(C) and the radius of insensitivity (& )) based on
the training set, and test its goodness on the testing
set. In Figure 3, we present the results for one of the
5 tests. As shown in Table 3, the averaged results
(MSE) for the 5 times testing for SVR is 245+15.
However, the averaged error for traditional linear
regression is as high as 521+£19. It indicates that
SVR can build more robust models to predict CO%
from y0, % using only a small training set. It also
demonstrates that SVR can overcome the over-
fitting problem, even though SVR has more model
parameters than the traditional linear regression
method.

3.2 The Relationship between SV%
and yo, %

Figure 4 shows the models for estimating SV%. The
SVR model gives more precisely estimation than the
LS does and decreases estimation errors (MSE) by
67% (Table 2).

The testing models are given in Figure 5 and the
testing errors are in Table 3. As indicated, the SVR
model decreases the testing error by 64%.
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(a). Testing of SVR model.

280

Percentage Changs in Cardiac Output

100 200 300 400 500 600
Percentage Change in Oxygen Uptake Rate

(b). Testing of LS model

Figure 3: Comparison of models of CO% against %
change in oxygen uptake using SVR and using LS
methods.

Percentage Change in Stroke Velume
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Percentage Change in Oxygen Uptake Rate

(a). Estimation of percentage change in SV from

percentage change in V02 using SVR.

Percentage Change in Stroke Yelume

150 Zﬁﬂ 360 AD‘D SD‘D ED‘D
Percentage Change in Oxygen Uptake Rate
(b). Estimation of percentage change in SV with percentage
change in yo, using linear regression.
Figure 4: Comparison of estimation results for SV%
between using SVR and using LS.
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30

Percentage Change in Stroke Volurme

100 200 300 400 500 500
Percentage Change in Oxygen Uptake Rate

(a). Testing of SVR model.
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(b). Testing of LS model.

Figure 5: Comparison of the testing results for Stroke
Volume using SVR and using traditional linear regression.

3.3 The Relationship between TPR%
and 70,%

As shown in Figure 6, the SVR model describes a
rapid fall in TPR% at low workloads which remains
relatively constant even with increasing V0, %. SVR

uses just 13% (Table 1) of the total points to get an
efficient nonlinear model. Compared with linear
regression, the SVR model decreases MSE from 151
to 30, an improvement of 80%.

The testing results for this SVR model and the
equivalent LS model are given in Figure 7 and Table
3, respectively. Both of these (Figure 7 and Table 3)
demonstrate that SVR outperforms the traditional
linear regression method by reducing testing errors
significantly, from 130 to 36.
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(a). Estimation of percentage change in TPR from

percentage change in [/'02 using SVR.
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(b). Estimation of percentage change in TPR with
percentage change in V'O2 using linear regression.
Figure 6: Comparison of the estimation results of TPR%

between using SVR and LS.
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(a). Testing of SVR model.
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(b). Testing of LS model.

Figure 7: Comparison of the test results of TPR% against
% change on Oxygen uptake using SVR and using LS.
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Table 1: Fitting data for the model of cardiovascular
variables and oxygen uptake rate using SVR.

0,
Relati CO% Vs SV% Vs TI;RSA)
elation : s
VO, % VO, % 7 0,%
Kernel RBF RBF RBF
Parameter 6 =200 o =500 o =500
Regularization 5000 5000 5000
constant C
e-insensitivity 19 3 8
Support 3
0, 0,
vectors 8 (13.3%) (13.3%) 8 (13.3%)
number
Estimation 171 5 30
error

Table 2: Comparison of the estimation errors (MSE)
between using SVR and using linear regression method

. CO% Vs SV% Vs TPR% Vs
Relation | 5, o, 70, % 70, %
SVR 171 5 30
LS 418 15 151

Table3: Comparison of the model fitting errors (MSE)
using SVR and linear regression methods (N=5).

. CO0% Vs SV% Vs TPR%
Relation vO,% VO, % Vs V0, %
SVR testing 245+ 15 8+2 365
error
LS Testing | o1, 1o 2+7 130+ 12
error

4 CONCLUSIONS

This is the first time that SVR has been applied to
experimentally investigate the steady state
relationships between key central cardiovascular
variables and oxygen consumption during
incremental exercise. The impressive results
obtained prove that SVR is an effective approach
that can be recommended for the modeling of
physiological data.
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Pre-eclampsia is a serious disorder with high morbidity and mortality occurring during pregnancy; 3%—5%
of all pregnant women are affected. Although most pre-eclamptic patients show pathological uterine perfu-
sion in the second trimester, this parameter has a positive predictive accuracy of only 30%, which makes it
unsuitable for early, reliable prediction. The study is based on the hypothesis that alterations in cardiovascu-
lar regulatory behavior can be used to predict PE. Ninety-six pregnant women in whom Doppler investiga-
tion detected perfusion disorders of the uterine arteries were included in the study. Twentyfour of these
pregnant women developed PE after the 30th week of gestation. During pregnancy, additional several non-
invasive continuous blood pressure recordings were made over 30 min under resting conditions by means of
a finger cuff. In the period between the 18th and 26th weeks of pregnancy, three special variability and
baroreflex parameters were able to predict PE several weeks before clinical manifestation. Discriminant
function analysis of these parameters was able to predict PE with a sensitivity and specificity of 87.5% and
a positive predictive value of 70%. The combined clinical assessment of uterine perfusion and cardiovascu-
lar variability demonstrates the best current prediction several weeks before clinical manifestation of PE.

Although the etiology and pathogenetic factors
of the disease are largely unknown, early risk as-
sessment by Doppler sonography has become an

Pre-eclampsia (PE) is a serious pregnancy-specific
disorder. It is characterized by sudden hypertension
>140/90 mm Hg and a proteinuria (>300 mg in 24
hours). The manifestation of PE is the main cause of
maternal and neonatal morbidity and mortality; it
occurs in 3-5 % of all pregnancies.

established procedure. However, the positive predic-
tive accuracy (PPA) of Doppler sonography is lim-
ited to 30 %, as pregnant women with disturbed
uterine perfusion may develop a PE, a pregnancy-
induced hypertension (PIH), or a neonatal intra-
uterine growth retardation (IUGR) (Chien, 2000).
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Earlier studies were unable to find either inde-
pendent markers in the maternal plasma or physio-
logical parameters easy to measure and, in this way,
improve the screening efficacy of Doppler sonogra-
phy (Benedetto, 1998).

Analyses of heart rate variability (HRV), systolic
(SBPV) and diastolic blood pressure variability
(DBPV) and baroreflex (BR) sensitivity (BRS) were
able to demonstrate their high diagnostic and prog-
nostic powers in various studies characterizing
autonomous cardiovascular regulation in various
diseases (La Rovere, 2001). Various studies demon-
strated the suitability of these methods in hyperten-
sive disorders of pregnancy, such as chronic hyper-
tension (Walther, 2005), gestational hypertension
(Hermida, 1998), and in PE (Faber, 2004). However,
these diseases were clinically manifest already at the
time of examination.

In contrast to those other studies, this study em-
ploys the approach of looking for characteristic al-
terations in cardiovascular regulation before the
sudden rise of blood pressure. The study is based on
the hypothesis that alterations in cardiovascular
regulatory behavior can be used to predict PE. Con-
ventional clinical prediction, i.e. Doppler sonogra-
phy, has to be taken into account. Earlier findings
have shown that the sole use of variability analysis
in the 18th — 22nd weeks of gestation (WOG) was
able to attain a PPA of 50 % (Walther, 2006). In
addition, a combined study of variability and uterine
perfusion achieved a PPA of 71.6 %, which may be
considered the best finding for a non-invasive risk
marker of PE at this point in time. In the study out-
lined below, findings are to be validated in an ex-
tended group of patients over a longer period of ex-
amination between the 18th and the 26th weeks of
gestation.

2 PATIENTS

96 patients with abnormal uterine perfusion (AUP)
were included in the study. All pregnant women
underwent Doppler sonography in the 2nd trimester
of pregnancy (median 22nd week of gestation,
WOG, range 18 — 26 weeks) at the Department of
Obstetrics and Gynecology of the University of
Leipzig. 24 of these pregnant women developed PE
after the 30th week of gestation. Approval by the
local ethics committee and the informed consent of
all subjects were obtained. All pregnancies were
singleton. At the time of examination, the women
were healthy, normotensive, without clinical signs of
cervical incompetence, and on no medication.
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Clinically, the development of pregnancy was
subdivided in accordance with PE, pregnancy-
induced hypertension (PIH), intrauterine growth
retardation (IUGR), or pregnancy without any fur-
ther complications. PE was classified in line with the
guidelines of the International Society for the Study
of Hypertension in Pregnancy. PIH was described by
the rise of several blood pressure levels to more than
140 mm Hg in the systole and more than 90 mm Hg
in the diastole within four hours. Significant pro-
teinuria is characterized by an excretion of more
than 300 mg of total protein in 24 hours. Where
these data were not available, proteinuria was de-
tected by dipstick on two consecutive occasions
within four hours. Intrauterine growth retardation
was defined by the birth weight being below the
10th percentile of a reference group.

3 METHODS

Doppler examination of the uterine arteries was car-
ried out with a LOGIQ 9 ultrasound machine (GE,
Solingen, Germany) with a 5 MHz convex trans-
ducer by the same sonographer. Uterine perfusion
was classified as pathological when there was bilat-
eral notching or a mean pulsatility index (PI) of both
arteries above 1.45. Immediately after the Doppler
examination, continuous blood pressure monitoring
was conducted non-invasively via finger cuff (100
Hz, Portapres device mod. 2, BMI-TNO, Amster-
dam, The Netherlands). The measurements were
performed under standardized resting conditions
between 8 a.m. and 12 noon. The continuous blood
pressure curves were used to extract the time series
of beat-to-beat intervals, systolic and diastolic blood
pressures.

3.1 Preprocessing

The main objective of the analysis of heart rate and
blood pressure is to investigate the cardiovascular
system during normal sinus rhythm. Therefore, it is
necessary to exclude not only artifacts (e.g. double
recognition, i.e. R-peak and T-wave recognized as
two beats) but also beats not coming from the sinus
node of the heart, so called ventricular premature
complexes (VPC). VPCs are not directly controlled
by the autonomous nervous system. Practically, this
exclusion means filtering of the time series. The
original time series are denoted RR-series (derived
from the RR-intervals) and the filtered time series,
NN-series (normal-to-normal beat interval, NNI).
VPCs in the tachogram are usually characterized by
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regular ventricular premature beat and supraven-
tricular premature beat complexes). The 20%-filter
(Kleiger, 1987) considers these facts; if the current
value of the tachogram differs from its predecessor
by more than 20%, the current value and its succes-
sor are marked not normal. VPCs with less than 20%
difference are not removed from the series and may
falsify almost all HRV or BPV parameters. The RR-
intervals recognized as not normal are treated in
different ways: either they are simply removed from
the series or interpolated linearly or spline interpo-
lated (Lippmann, 1994). Interpolating linearly may
lead to false decreased variability’s, interpolating
with splines often fails in time series with many
VPCs. In several clinical studies, an adaptive filter-
ing algorithm introduced in (Wessel, 2000) has been
proven to exclude premature beats and artifacts. The
main advantage of this procedure is the spontaneous
adaptation to variability changes in the series, which
enables a more reliable removal of artifacts and
VPCs. This new filtering algorithm consists of three
sub-procedures: (i) the removal of obvious recogni-
tion errors, (i) the adaptive percent filter, and (iii)
the adaptive controlling filter. A MATLAB imple-
mentation of the preprocessing algorithm is avail-
able from <tocsy.agnld.uni-potsdam.de>.

3.2 Heart rate and Blood Pressure
Variability

Standard methods of HRV analysis include time and
frequency domain parameters; these are linear meth-
ods. Time domain parameters are based on simple
statistical methods derived from the RR-intervals as
well as the differences between them. The mean
heart rate is the simplest parameter, but the standard
deviation over the whole time series (sdNN) is the
most prominent HRV measure for estimating overall
HRYV. A list of these parameters is given in Table 1.
These parameters can be calculated for short (5 min-
utes) and long (24 hours) term epochs, representing
short-term and long-term variability, respectively, or
for averaged short-term epochs (e.g. a mean of 288
five-minute intervals a day). The overall HRV esti-
mate, sdNN, and other time domain parameters can
be used to predict mortality in the recovery period
after myocardial infarction. In one of the first risk
studies using these parameters, (Kleiger, 1987)
showed that an sdNN<50ms was associated with a
5.3-fold increased mortality when compared to pa-
tients with preserved HRV (sdNN>100ms).

Time domain geometric methods (see Table 1)
are methods by which the NNIs are converted into
special geometric forms quantifying their distribu-
tion. Special forms are used to make the approach
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more insensitive to artifacts and ectopic beats. A
disadvantage of these methods is that they require a
considerable number of RR-intervals; they are thus
not applicable to very short-term time series. A tri-
angular index, HRVi, showing reduced HRV has
been associated with both arrhythmic and non-
arrhythmic death (Task Force, 1996).

Table 1: Description of time and frequency domain pa-
rameters, adopted standards (Task Force, 1996) and addi-
tional measures developed by the authors (¢). NNI stands
for the filtered beat-to-beat intervals (NN-intervals).

Variable | Units | Definition

Time domain statistical methods

Mean NNI and mean BP, re-

meanNN .
spectively

ms/mm Hg

Standard deviation of all NNI

sdNN ms/mm Hg and BP values, respectively

Root mean square of succes-

rmssd | ms/mm Hg sive NNI/BP differences

Percentage of beat-to-beat

differences greater than X

ms/mm Hg (e.g. X =3/6/9
ms/mm Hg)

pNNX %

Percentage of beat-to-beat
differences lower than X
ms/mm Hg (e.g. X =3/6/9/12
ms/mm Hg)

pNNIX %

Shannon entropy of the histo-
gram (density distribution of
the NNIs/ BP values)

*Shannon None

Renyi entropy of the order X of
the histogram (e.g. X =
2/4/0.25)

*RenyiX None

Time domain geometric methods

HRYV triangular index (see

HRVi none (Task Force, 1996) for details)

Baseline width of the minimum

TINN ms square difference triangle

Frequency domain methods

P ms*/mm Hg” | Total power from 0 — 0.4Hz

Very low frequency band,

2 2
VLF | ms’/mm Hg 0.0033 — 0.04Hz

LF ms¥mm Hg2 Low-frequency band, 0.04 —

0.15Hz
2 » | High-frequency band, 0.15 —
HF ms“/mm Hg 0.4 Hz
LF/HF None Quotient of LF and HF
Normalized low-frequency
LFn None band (LF/(LF+HF))
cross 1/f Intercept of a log-log-power
spectrum
slope 1/f Slope of a log-log-power spec-
trum
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We introduced a more robust method to quantify
the distribution (Voss, 1996) based on information
theory, in particular the Shannon and the Renyi en-
tropies of the histogram. We demonstrated the use-
fulness for risk stratification in a blinded study two
years later (Voss, 1998). Frequency domain HRV
parameters allow periodic dynamics in the heart rate
time series to be analyzed (Akselrod, 1981). There
are mainly two different techniques for spectral
analysis: methods based on Fast Fourier Transform
(FFT) and parametric autoregressive model esti-
mates of wavelet approaches. The results obtained
from using different spectral methods should be
comparable though (apart from differences in time
and frequency resolution). The Task Force on HRV
(Task Force, 1996) recommended that power spec-
tral analysis of 5-minute ECG recordings be used to
assess autonomic physiology and pharmacology.

Very low, low and high frequencies (see Table
1) can be estimated from such 5-minute ECG re-
cordings. In this study, all frequency domain pa-
rameters were calculated from the complete 30-
minute recording. The high frequency power reflects
the modulation of vagal activity by respiration
whereas the low-frequency power represents vagal
and sympathetic activities via the baroreflex loop.
The low-to-high frequency ratio is used as an index
of sympathovagal balance (Malliani, 1991). The
suitability of frequency domain parameters for risk
stratification of post-infarction patients was proven
by Bigger et al. (Bigger, 1992) - a reduction in ultra
low and very low frequency power is associated
with pathologies.For blood pressure series, all HRV
parameters described can be calculated accordingly,
only some statistical parameters need to be adapted
(e.g. pPNN50 makes no sense for BPV - the standard
deviation for BP series varies between 5 and 10
mmHg).

3.3 Baroreflex Sensitivity

Analysis of spontaneous baroreflex sensitivity
(BRS) is very important for cardiac risk stratification
of wvarious cardiovascular diseases (La Rovere,
2001). BRS slope is defined as the instinctive
change of NNI related to increasing or decreasing
levels of systolic blood pressure and is expressed in
[ms/mmHg]. There is evidence showing that a de-
creased BRS may carry an adverse prognosis in car-
diac patients (La Rovere, 1998).

For several years, BRS was determined pharma-
cologically (phenylephrine, nitro-prusside) (Vanoli,
1994) or mechanically (Cohen, 1981) until, in the
1980s, innovative methods of estimating BRS were
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developed based on spontaneous heart rate and
blood pressure fluctuations (Di Rienzo, 1985).

8P4  BPS BPG Brs
Bp_7
time

blood pressure
(@)

BBL1, BBI2) BBI3 | BBL4, BBLS, BBLE, BBIL7
ECG

[
sync shift3 ime

VARIABLE LAG

J— BBI [ms]

tachycardic fluctuation / / / )/)
bradycardic fluctuation (b)) /j(
(classical sequence method) /

—

SBP [mmHg]

tachycardic BR slopes

bradycardic BR slopes
(©)

defined slope sectors

SBP [mmHg]

Figure 1: The Dual Sequence Method of estimating spon-
taneous BRS analyses simultaneous (sync) and delayed
responses (shift 3, variable delay) of heart rate to blood
pressure increases (a) as well as bradycardic and tachy-
cardic blood pressure fluctuations (classical sequence
method (b). Moreover, also the slope sector distribution is
quantified (c). These slope sectors also can be defined as
overlapping regions.

These methods evaluate arterial baroreflex func-
tion in the absence of external stimulations of the
cardiovascular system, therefore defined as “sponta-
neous”. These spontaneous techniques nowadays are
the state of the art in research, though not in clinical
practice. We introduced the Dual Sequence Method
(DSM) (Malberg, 2002) for advanced spontaneous
baroreflex sensitivity estimates. This method con-
siders not only bradycardic (blood pressure increase
causes RR-interval increase) and tachycardic (blood
pressure decrease causes RR-interval decrease)
blood pressure fluctuations as introduced in the se-
quence method (Di Rienzo, 1985) (see Figure 1 (a)),
but also defines slope sectors quantifying the BRS
slope distribution (see Figure 1 (b)). Earlier studies
showed that the heart rate does not simultaneously
respond to the blood pressure fluctuation (Manicia,
1985). Therefore, DSM quantifies synchronous as
well as delayed heart rate response to the same BP
fluctuation (see Figure 1 (c)).

In summary, these are the parameter blocks and
ranges calculated by DSM:

(1)  the total number of slopes in different sec-
tors within the time series,

(il) the percentage of slopes relative to the to-
tal number of slopes in different sectors,(iii) the
numbers of bradycardic and tachycardic slopes,

(iv) the shift operation from the first to the third
heart beat triples, a variable lag, and

(v) the average slope of all fluctuations and its
standard deviation.
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The average BRS slope is defined as the NNI
difference related to SBP changes, and is estimated
by linear regression.

The parameters, ‘P_brady’, and, ‘P_tachy’, char-
acterize the incidence of increasing and decreasing
SBP triples with regard to the total number of SBP
values. Consequently, these parameters estimate the
basic cause of BRS activity. A reduced number of
ramps in SBP unavoidably leads to a reduced num-
ber of HR responses. The parameters are defined as

P _brady = (No. of increasing SBP triples/

total No. of SBP triples) * 100%

P_tachy = (No. of decreasing SBP triples/

total No. of SBP triples) * 100%

The percentage of adequate HR responses (BRS
events) relative to the numbers of SBP ramps is de-
scribed by the ‘Activation’ parameter. It is defined
as

Activation = (No. of BRS events/

No. of SBP ramps) * 100%.

In contrast to classical BRS methods, DSM de-
fines slope sectors allowing to quantify the BRS
slope distribution. Sectors with a range of 2 ms/mm
Hg have been proven to act as a suitable partition in
patient studies. Then, the percentages of BRS events
in different slope sectors relative to the total number
of BRS can be estimated. Moreover, the total num-
ber of BRS events is normalized to the mean heart
rate. For detailed definitions of the DSM parameters,
reference is made to the original contribution (Mal-
berg, 2002). These parameters are calculated for
bradycardic as well as tachycardic fluctuations, both
synchronous or delayed, to analyze a possibly de-
layed response of the heart rate to the same blood
pressure oscillation. This DSM method is used to
quantify sequences of length three; longer sequences
turned out not to be useful for spontaneous BRS
estimates because of their low occurrence.

3.4 Statistics

In this study, the Kruskal-Wallis test was used to
determine intergroup differences in clinical parame-
ters. The Mann-Whitney U test was employed to
analyze the differences in variability parameters
among pregnant women with uterine perfusion dis-
orders developing PE (number = 24) compared to
those not developing PE (NoPE, number = 72). The
level of significance of the intergroup differences
was defined as p < 0.05. Due to the explorative
character of the study we did not apply the multiple
test correction. Stepwise discriminant analysis was
employed to determine the best combinations of
parameters for separating individual groups.
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4 RESULTS

In this study, no pregnant woman with normal uter-
ine perfusion developed hypertensive pregnancy-
related disorders. In the period between the 18th and
the 26th weeks of gestation, in the abnormal uterine
perfusion group, the following differences were
found by variability analysis (Tables 2 — 3). In HRV
analysis, both the mean and the standard deviation
were unchanged, while some frequency domain pa-
rameters showed significant differences. Interest-
ingly, all significant parameters point to very low
frequencies below 0.04 Hz.

As in the HRV analysis, the mean values and the
standard deviation were unchanged also in SBPV
and DBPV. On the other hand, especially in DBP,
time domain and frequency domain parameters as
well as non-linear parameters showed significant
differences. The most prominent difference was
found to be the ‘high frequency’ in diastolic blood
pressure.

Table 2: HRV analysis in the 18th — 26th weeks of gesta-
tion in pregnant women with abnormal Doppler findings
developing either PE or NoPE after the 30th week of ges-
tation.

NoPE PE P value
meanNN 759.8+104.4 755.3+113.4 n.s.
sdNN 44.7+16.2 49.0£18.1 n.s.
VLF 10.18+11.45 13.46+11.46 0.013
VLE/P 0.35+0.11 0.44+0.10 0.005
ULF/P 0.21+0.15 0.14+0.08 0.029
cross 1/f 1.79£1.62 3.09+1.48 <0.001
slope 1/f -0.77+0.56 -0.38+0.51 0.002

Table 3: Analysis of systolic and diastolic blood pressure
variability in the 18th — 26th weeks of gestation in preg-
nant women with abnormal Doppler findings developing

either PE or NoPE after the 30th week of gestation.

SBPV NoPE PE P value
meanNN 122.4+16.1 128.6+13.2 n.s.
sdNN 7.81£2.03 8.36+1.86 n.s.
Rmssd 2.66+0.56 3.02+0.81 n.s.
pNN2 0.27+0.11 0.34+0.13 n.s.
LF 0.14+0.09 0.16+0.07 n.s.
HF 0.03+0.02 0.05+0.03 0.021
WPSUMO02 0.46+0.16 0.43+0.11 n.s.
PLVAR2 0.031+0.045 0.014+.0171 n.s.
DBPV NoPE PE P value
meanNN 68.0£11.2 72.949.0 n.s.
sdNN 4.15£1.07 4.74+1.43 n.s.
Rmssd 1.89+0.33 2.18+0.59 0.033
pNN2 0.13£0.06 0.20+0.11 0.012
LF 0.05+0.03 0.07+0.04 0.011
HF 0.01+0.01 0.02+0.01 0.002
WPSUMO02 0.47+0.14 0.41+0.13 0.049
PLVAR2 0.110+0.083 0.080+0.114 0.004

51



BIOSIGNALS 2008 - International Conference on Bio-inspired Systems and Signal Processing

Also BR regulation as characterized by DSM
showed differences in pregnant women developing
PE compared to women without PE (Table 4).
Analysis reveals that the number of rises in SBP
potentially initiating BR increases significantly in
PE.

Table 4: Baroreflex analysis by the dual sequence tech-
nique in the 18th — 26th weeks of gestation in pregnant
women with abnormal Doppler findings developing either
PE or NoPE after the 30th week of gestation.

Bradycardic BR Regulation

Parameters NoPE PE P
No. of SBP|458.6+94.1 [528.1+128.5 [0.005
ramps
No. of SBP|18.5+2.6 21.1+4.0 <0.001
ramps [%]
BR time delay|1.7+0.4 1.8+0.3 n.s.
[beats]
No. of slopes|35.4£13.6 46.6+22.2 0.019
between 4-6
ms/mm Hg
No. of slopes|36.5£15.2 49.1£20.4 0.004
between 3-5
ms/mm Hg
No. of slopes|32.2+12.3 41.1£19.2 n.s.
between 5-7
ms/mm Hg
Total No. of BR|173.9£50.0 |216.7+77.9  |0.009
slopes
average BR slope(13.3+5.6 13.2+£5.6 n.s.
[ms/mm Hg]
BR  Activation|38.3+8.7 41.3+10.9 n.s.
[%]

Tachycardic BR Regulation
Parameters NoPE PE P
No. of SBP|(464.9+106.3 |527.0+97.3 {0.008
ramps
No. of SBP|18.8+3.4 21.242.7 0.005
ramps [%]
BR time delay|1.5+0.3 1.7+0.5 0.029
[beats]
No. of slopes{41.9+19.3 60.6+20.6  [<0.001
between 4-6
ms/mm Hg
No. of slopes|47.0+£22.7 65.3£24.8 0.003
between 3-5
ms/mm Hg
No. of slopes|38.4£17.4 50.2+17.6 0.004
between 5-7
ms/mm Hg
Total No. of BR[200.0£59.1  |242.0+64.6  {0.005
slopes
average BR slope|12.9+5.6 12.2+6.1 n.s.
[ms/mm Hg]
BR  Activation|43.5£9.4 46.5+11.5 n.s.
[%]
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Nevertheless, BR per se does not change in its
response to activation and mean rise. Also, the total
number of BR fluctuations and the number in the
low regulation segment (between 3 and 7 ms/mm
Hg) is elevated in PE. In the tachycardic range, BR
regulation also starts later in the PE group than in
the NoPE group.

The application of stepwise discriminant analysis
selected the following three parameters as the best
parameters predicting PE: HRV: VLF/P, DBP: HF,
BR: number of tachycardic slopes between 4-6
ms/mm Hg. A sensitivity and a specificity of 87.5
%, a positive predictive accuracy of 70.0 % were
found with a negative predicted accuracy of 95 %.
Interestingly, these are the same parameters which
had been found in our previous study (Walther,
2006).
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Figure 2: Example of the change in variability measure
during pregnancy in the case of PE genesis. The increase
in the high-frequency component of diastolic blood pres-
sure is shown.

Figure 2 shows an example of the change over
time of variability measure in the course of preg-
nancy in patients developing PE as against pregnant
women without this development.

S DISCUSSION

Early prediction of PE is one of the most important
challenge in obstetrics. Establishing a simple test
manageable under clinical conditions is a major
challenge. Doppler sonography or combined with
humoral or endothelial parameters either attained
low sensitivity / sufficient sensitivity or a low posi-
tive predictive value and are very costly or even in-
vasive.

Although BRV, BPV, and BRS have been estab-
lished in cardiology for risk stratification, their use
for early detection of hypertensive pregnancy disor-
ders is still very rare. As various cardiovascular dis-
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eases can be predicted by a gradual change in car-
diovascular regulation, the approach used in this
study also was to cover the genesis of PE. This study
is aimed at investigating alterations in HRV, BPV
and BRS to predict the sudden steep increase of
blood pressure which is caused by PE.

With an incidence of 3 — 5 % of all pregnancies
in the Western population, pathological uterine per-
fusion in the second trimester is known as an indi-
rect sign of inadequate trophoblasts. The positive
predicted value of this study, however, is only
around 30 %. In an earlier study of the variability
analysis of PE, the authors were able to show that
the use of only the variability parameter was able to
raise to 50 % the positive predictive value, which
does represent the highest possible PPA, but is not
yet sufficient for clinical routine screening. Except
for that, the three variability parameters described
above attained the highest PPA of any one method
of examination which, in addition, is independent of
humoral factors and other single clinical parameters.

This study has shown that the combination with
Doppler sonography of uterine arteries confirms the
highest possible PPA as compared to all published
non-invasive trials (Walther, 2006). The PPA of
approx. 70% is indicative of the clinical relevance of
Doppler examination combined with variability
analysis. However, due to the exploratory design of
this study, these parameters need to be validated
prospectively - especially in connection with hu-
moral factors. Anyway, the same three parameters,
which had been found in our previous study
(Walther, 2006), were selected in the discriminant
analysis. These parameters obtained nearly the same
classification results — which is already a first vali-
dation.

On the basis of the variability measures deter-
mined, the following interpretation could be possible
in the course of pregnancy for the genesis of PE in a
cardiovascular model (see Figure 3).

Respiration . BBI

(neural) /4' Hearl
Cco

Sympathetic Parasympathetic

4 elay] .

Regulation - Regulation Vascular
System

BP

Baroreflex

Respiration

(mechanical)

Figure 3: Connections between the heart rate, NNI, the
cardiac output, CO, and the blood pressure, BP, in
autonomous regulation of the cardiovascular system,
modified from [Saul, 1991)
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In Figure 3 a simplified model of the cardiovascular
circulatory system is presented. Mediated by the
electromechanical coupling, the NNIs initiate a car-
diac output (CO) of the heart. The resulting blood
pressure in the periphery is influenced by this CO
and by the vascular system. In the feedback the
NNIs are influenced by the BRS via sympathetic and
parasympathetic activation. Additionally, the total
system is superimposed by mechanical and neuronal
influences of the respiration.

Our analyses point to a more vascular disorder as
the cause of the cardiovascular alteration. Obvi-
ously, the heart plays only a secondary role. Appar-
ently, there is an early pathological modification in
vessel behavior measurable already in the Doppler
sonogram. However, this parameter obtains a low
PPA only. This incipient endothelial dysfunction,
which is still very weak in the 18th — 26th weeks of
gestation, has no influence on the mean values of
diastole, systole, and heart rate. On the other hand,
especially the variability of blood pressure seems to
change as a consequence of continuing pathological
arterial stiffness in so far as the minor fluctuations in
blood pressure become more pronounced as a result
of the decreasing windkessel function of vessels.
This can be represented by the changes in blood
pressure variability (see parameters: SBPV: ‘HF’,
DBP: ‘Rmssd’, ‘pNN2’, ‘LF’, ‘HF’, “WPSUMO02’,
‘PLVAR2’, BRS: ‘No. of SBP ramps’, ‘No. of SBP
ramps [%]’). The baroreflex reacts more strongly to
this change, i.e. it reacts more frequently to these
slight, but more frequent blood pressure stimuli (see
BR parameters: ‘No. of slopes between 4-6 ms/mm
Hg’, ‘No. of slopes between 3-5 ms/mm Hg’, ‘No.
of slopes between 5-7 ms/mm Hg’, ‘Total No. of BR
slopes’). The baroreflex function (i.e. the intensity of
response of the BR) seems to be completely un-
changed (see BR parameters: ‘average BR slope’,
‘BR activation’). The changes in BPV and BR are
continued in HRV either as a consequence of the
counter regulation of the heart rate responding to
blood pressure fluctuations, or due to other regula-
tory influences modulated by respiratory sinus ar-
rhythmia (see HRV parameters: ‘VLF’, ‘VLF/P’,
‘ULF/P’, ‘cross 1/f, ‘slope 1/f’). Thus, for example,
the increase in diastolic high frequency, which is
modulated by respiratory sinus arrhythmia, may re-
flect early pathological arterial stiffness. This leads
to the undamped, respiration-induced pulse-wave
oscillations detected by our method. This is congru-
ent with the hypothesis that patients later developing
PE are characterized by early pathological modifica-
tions in vessel behavior. The physiological conclu-
sion could be drawn that variability analysis meas-
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ures the consequences to blood pressure, to the in-
teraction between blood pressure and heart rate, and
to the heart rate of incipient endothelial dysfunction,
which is not thought to be sufficient to predict PE
solely on the basis of the Doppler sonogram.

In a previous methodological study the applica-
bility of different BR methods was tested (Vanoli,
1994, Laude, 2004). All described methods estimate
only the average BRS slope. The DSM however, is
able to obtain additional insights into the cardiovas-
cular regulation. In this study, ‘average slope’ is not
altered, however more sophisticated DSM parame-
ters found high significant differences. So we con-
clude, that the parameter ‘average slope’ is not suffi-
cient for PE prediction. The best discrimination had
been obtained by the combination of non-linear BR
parameters and linear HRV und BPV parameters.

In summary, it can be said that examination of
uterine perfusion combined with the characterization
of cardiovascular regulation in the second trimester
has achieved the most accurate prediction of PE sev-
eral weeks before its clinical manifestation so far. In
this application, the biosignal analysis emphasizes
its importance as a non-invasive, cheap and univer-
sal diagnostic approach. This opens up potential
therapeutic strategies for suppressing pathophysi-
ological symptoms of the disease to further decrease
maternal and neonatal morbidity and mortality rates.
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Abstract:

The post-Genomic Era is characterized by the proliferation of high-throughput platforms that allow the par-
allel study of a complete body of molecules in one single run of experiments (omic approach). Analysis and
integration of omic data represent one of the most challenging frontiers for all the disciplines related to Sys-
tems Biology. From the computational perspective this requires, among others, the massive use of automated
approaches in several steps of the complex analysis pipeline, often consisting of cascades of statistical tests.
In this frame, the identification of statistical significance has been one of the early challenges in the handling
of omic data and remains a critical step due to the multiple hypotheses testing issue, given the large number
of hypotheses examined at one time. Two main approaches are currently used: p-values based on random
permutation approaches and the False Discovery Rate. Both give meaningful and important results, however
they suffer respectively from being computationally heavy -due to the large number of data that has to be
generated-, or extremely flexible with respect to the definition of the significance threshold, leading to diffi-
culties in standardization. We present here a complementary/alternative approach to these current ones and

discuss performances and limitations.

1 INTRODUCTION

In recent times high-throughput devices for genome-
wide analyses have greatly increased in size, scope
and type. In the post-Genomic Era, several solutions
have been devised to extend the successful approach
adopted for gene expression analyses with microar-
ray technology to other bodies of data such as pro-
teomes, DNA copy number, single nucleotide poly-
morphisms, promoter sites and many more (Nardini
et al., 2006). These data supports, and notably their
integration, represent the future of molecular biology;
for this reason the elucidation and definition of tools
and methods suited to handle the data produced by
these high-throughput devices is of great importance.

Early methods for such analyses were mainly
dealing with gene expression data, their goal being
to extract items that appear to have coherent trends
among themselves (in this context commonly called
unsupervised methods) or with respect to external fea-
tures, such as clinical markers (supervised methods).
Both types of approaches have been used for example
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for the classification of subtypes of poorly understood
diseases with unpredictable outcomes (Ramaswamy
et al., 2003; Lapointe et al., 2004). Currently, other
approaches, that take advantage of larger and diverse
sources of information are being devised to address
questions of varying complexity in different areas of
research rooted in molecular biology. These methods
cover a broad variety of applications, from the study
of complex hereditary diseases (Rossi et al., 2006)
to the identification of radiological traits’ surrogate
markers (the molecular origin of a clinical trait) for
enabling non-invasive personalized medicine (Segal
et al., 2007). Overall, besides the variety and com-
plexity of the analyses and methods adopted, some in-
variants can be identified. The most common atomic
step is the identification on the large scale of similari-
ties or associations among molecular behaviors. Such
association measures consist for example of scores
that evaluate similarities across several samples of
genes’ expression profiles, or genetic coherence in
genes copy number or deletion, and more. Coher-
ence among expression profiles and other association
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measures can be assessed by means of statistical tech-
niques, namely, by computing a measure of trend sim-
ilarity (test score, 6) and evaluating the likelihood of
this measure to occur by chance (a-level or p-value).
The test score is then assumed to be either a measure
of actual similarity or only a random effect, based on
the value of the associated p-value. The p-value rep-
resents the probability of being wrong when assuming
that the score represents an actual similarity. This er-
ror (type I error) can happen for non-extreme values
of the test 0 that are difficult to classify as good or
bad and results in erroneously refuting the null hy-
pothesis (Hp : 8 = 0) which assumes that there is no
relationship, when actual facts show that the items are
tightly related. The scientific community typically
assumes to be meaningful (i.e. statistically signifi-
cant) test scores that are coupled to p-values lower
or equal to one of the following nominal p-values:
0.05,0.01,0.001. These values represent the proba-
bility of committing typel errors. Given these defini-
tions, the highly dimensional nature of genome-wide
data has posed problems and challenges to conven-
tional biostatistical approaches. Indeed, when per-
forming in parallel such a large number of tests, typel
errors inherently rise in number, since over a large
number of items, the possibility of faults increases.
For this reason, p-values need to be readjusted in a
more conservative way, accounting for the so called
multiple hypothesis testing issue. The most classical
technique to account for this problem is the Bonfer-
roni correction (R.R.Sokal and F.J.Rohlf, 2003) that
simply multiplies the actual p-value of every single
test by the total number of tests observed. However,
this approach is not considered viable in omic studies,
as in fact it often leads to the rejection of too many
tests, since none of the corrected p-value are smaller
than any of the nominal p-values. An alternative and
less conservative approach to this problem is the gen-
eration of a random distribution, based on random re-
sampling or on the generation of scores obtained from
the randomization of the data. Such approaches allow
to build a distribution that represents the population’s
behavior, and can thus be used to test the hypothesis
of interest. When operating with omic data, another
statistic, the False Discovery Rate (FDR) has been in-
troduced (Benjamini and Hochberg, 1995; Storey and
Tibshirani, 2003; Tusher et al., 2001). Like the p-
value, the FDR measures the false positives, however
while the p-value controls the number of false posi-
tive over the number of truly null tests, the FDR con-
trols the number of false positive over the fraction of
significant tests. The utility of this statistic is unde-
niable, however, its interpretation is far less standard-
ized than the better known p-value, and thus, very of-

ten, the value of acceptance of a test based on FDR is
much more flexible and dependent on the investigator
experience. Globally, these characteristics make the
results assessed by FDR highly dependent on the re-
jection level the investigator chooses. This makes it
difficult to automate with high parallelism the iden-
tification of statistically significant hypotheses. This
problem can becomes relevant due to the increasingly
common necessity to merge different sources of in-
formation to assess the validity of a given biologi-
cal hypothesis. Examples of such circumstances arise
whenever, for example, the analysis aims at refining,
by means of cascades of statistical tests, a set of genes
candidate to explain a biological assumption. The
hypothesis in fact is refined collecting information
across various databases or other forms of a priori
knowledge, that progressively filter out the spurious
data -only as an example see various tools presented
in (Tiffin et al., 2006; Rossi et al., 2006). To be ef-
ficient, the analysis requires the result of each filter-
ing step to be automatically sent to the following one.
Thus the possibility to assess significance by mean of
universally accepted values of significance becomes
relevant. This latter observation was one of the stim-
uli motivating the search for an alternative/integrative
approach to the multiple hypotheses problem encoun-
tered when dealing with genomic datasets. We also
wanted this method to be reasonably efficient to be
computed. We thus approached the problem based
on techniques that allow the intrinsic correction of
p-values in case of multiple tests (meta analyses ap-
proaches) used for the combination of various statis-
tical tests. Among them, we turned our attention to
the category of the omnibus tests (L.B.Hedges and
1.Olkin, 1985). These approaches are non-parametric,
meaning that they do not depend on the distribution
of the underlying data, as long as the test statistic is
continuous. In fact, p-values derived from such tests
have a uniform distribution under the null hypothe-
sis, regardless of the test statistic or the distribution
they have been derived from. However, omnibus tests
suffer from a strong limitation: they can be used to as-
sess whether there is a superior outcome in any of the
studies performed. This means that the combined sig-
nificance is not a measure of the average significance
of the studies performed. An omnibus test therefore
cannot be used as is, to assess the global statistical
validity of the number of tests considered simultane-
ously. Thus, we manipulated this approach to make it
applicable to the definition of a significance threshold.

The main advantage of our solution is twofold. On
one side the p-values can be computed in very reason-
able times and can thus help managing the computa-
tional issues related to permutations techniques; on
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the other side they represent p-values for which nom-
inal threshold of significance (e.g. 0.05,0.01,0.001)
can be applied, and can overcome the threshold selec-
tion issue faced when using FDR approaches. Addi-
tionally, this method appears to perform slightly bet-
ter than other methods in avoiding the selection of
false positives. However, this is coupled to a partially
diminished ability in identifying correctly true posi-
tives in complex patterns of association. These con-
sideration support the findings of several authors that
strongly suggest to validate the results obtained from
omic studies through the use of different techniques
and threshold of significance, given the highly noisy
nature of the data (Pan et al., 2005).

2 RELATED WORK

Two main methodologies are currently being used to
approach the multiple hypothesis testing issue. The
first is based on the principles that define the resam-
pling statistical approaches (R.R.Sokal and F.J.Rohlf,
2003). In particular we adopted the permutation
method that requires the construction of a null dis-
tribution to which to compare the actual data. This
distribution must be built from the generation of a
large number of random data. When the distribu-
tion is built using the randomized data generated by
all the tests, the corresponding p-value is corrected
for these same multiple hypotheses. This represents
a structurally simple, robust, but computationally in-
tensive approach, given the large numbers involved
in the analysis of omic data. The computational ef-
ficiency issue can become extremely relevant, since
most of the interpreted languages commonly used for
their large libraries of bioinformatics related functions
(notably R and the Bioconductor Project (Gentleman
et al., 2005), and Matlab), cannot reasonably han-
dle such approaches. Even with the recent improve-
ments for (implicit) parallelization of the computa-
tion, time lags for the evaluation of the results re-
main large. Moreover, for large datasets, compiled
languages such as C also require intensive and long
lasting computational efforts, unless specific archi-
tectures are adopted to enhance efficiency. The sec-
ond approach consists of novel methods purposely
introduced to handle omic data that defines the con-
cept of False Discovery Rate. This statistic comes
in a number of flavors, and relies on complex sta-
tistical assumption. A full description is beyond the
scope of this paper, here we briefly describe three of
the most used approaches: (i) the pioneering work
of Benjamini (Benjamini and Hochberg, 1995); (ii)
the definition of the g-value (Storey and Tibshirani,
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2003); (iii) the FDR adopted in the tool Significance
Analysis of Microarray -SAM, (Tusher et al., 2001)- a
widespread software used for the analysis of microar-
ray data.

Benjamini FDR: This approach controls the FDR
by modifying the p-values obtained on a single test,
rescaling it in the following way: FDRpgn = iz?[f%’
where p; represents the i-th of the K single p—velllues.

g-value: The g-value is the minimum false discov-
ery rate. This measure can be approximated by the
ratio of the number of false positives over the num-
ber of significant tests, the implementation of the g-
value provides several options to evaluate this esti-
mate and to compare it to 