
  

  

Abstract—�owadays, there is a growing demand for high 

computing power and large storage systems in the biomedical 

domain. Grid computing has recently gained a great deal of 

interest as an enabling technology towards realization of the e-

Science vision, offering a highly flexible and controlled 

resource-sharing and collaborative environment. However, 

there is still a lack of user-friendly means to either access the 

Grid or enable the execution of existing biomedical software 

into Grid infrastructures. In this work, a generic interface 

enabling straightforward execution of biomedical applications 

to Grid infrastructures is presented, with respect to their 

input/output, software parameterization and attributes for 

compilation and execution, potentially external files used, etc. 

This functionality is supported by the definition of a generic 

XML schema for application description and, accordingly, by 

the construction of a dynamic graphical user interface based on 

this schema. Additionally, it provides the means to guide the 

user towards effective interaction with the Grid, in the entire 

lifecycle of application execution. The potential and 

applicability of the proposed approach, as well as the benefits of 

Grid computing, are illustrated via two existing biomedical 

applications, namely, the hyperparameter optimization of a 

Gaussian Support Vector Machine (SVM) classifier applied on 

human splice site prediction and the simulation of 2D cardiac 

propagation with the Luo-Rudy I model. 

I. INTRODUCTION 

he conceptualization of modern science within a 

multidisciplinary rationale demands for collaborative 

environments, integration mechanisms, and advanced 

computing resources. Grid is an emerging technology that is 

expected to address both computing and storage problems, 

within a highly flexible and controlled resource-sharing and 

collaborative environment [1]. As great investments 

worldwide have been made the previous years towards the 

construction of Grid infrastructures, the Grid community 

expects to assess the actual potential of using the Grid [2]. 

However, up to now, the execution of existing applications 

in the Grid is a really complex procedure, primarily due to 

the lack of user-friendly tools and interfaces that may hide 

the intrinsic complexities of using the underlying technology. 
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Among several application domains, Grid computing is 

envisioned to have a strong impact in the biomedical field, 

which is typically characterized by computationally intensive 

and complex applications [3-4]. In particular, the potential of 

Grid computing in healthcare has been recently elaborated in 

the context of the HealthGrid initiative [5], according to 

which the prospects of this technology endeavor are foreseen 

in e.g., evidence-based medicine, computational models of 

systems/organs, surgery simulation, genomic medicine, 

bioinformatics, pharmaceutical research, and large-scale 

epidemiological studies, to name a few. 

In this regard, focusing on the realization of biomedical 

test-beds for the Grid, several projects have been established. 

For example, myGrid aims to exploit Grid technology, with 

an emphasis on the Information Grid, and provide 

middleware layers that fulfill the requirements of 

bioinformatics applications [6]. myGrid relies on the service-

oriented paradigm, building high level services for data and 

application integration, such as resource discovery, workflow 

enactment, and distributed query processing. In the context 

of the EGEE (Enabling Grids for E-sciencE) project [7], 

which elaborates on the construction of the European Grid 

infrastructure, BIOMED Virtual Organization (VO) is worth 

mentioning that hosts biomedical applications in the 

underlying Grid infrastructure. 

As far as user-friendly access to the Grid environment is 

concerned, in [8] an XML-based language is proposed that is 

designed to describe applications orchestrating Grid jobs, 

illustrated via a typical application example. The execution 

environment is also presented, supporting the proposed 

language, while it is shown how even simple Grid 

applications can be expressed in this language and benefit of 

the advanced capabilities of the execution environment. In 

addition, GuiGen is a comprehensive set of tools for creating 

customized graphical user interfaces (GUIs) [9], originally 

designed for the use in computational Grids. Via GuiGen, the 

user specifies the job (service) he/she wants to be executed 

and the Grid middleware autonomously decides on which 

system it is going to be executed. 

Still, although the potential of Grid computing is well 

promising, there is limited number of applications that run on 

Grids, primarily due to the lack of simple and easy to use 

interfaces/tools that may be utilized by users with no strong 

technical background. Typically, users have to interact with 

Grid infrastructures by using Unix-like scripts that are 
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offered by the underlying middleware, such as gLite WMS 

(Workload Management System), making execution of 

existing applications really complex. The required training 

on Grid computing and middleware, which seems mandatory 

even for users with rather strong technical skills, introduces 

additional barriers for potential new users. 

In this work, a generic interface enabling straightforward 

execution of biomedical applications to Grid infrastructures 

is presented, which was developed based on XML 

(eXtensible Markup Language) and Java technologies. The 

proposed approach provides primarily a formal mean for 

applications description with respect to their input/output, 

software parameterization and attributes for compilation and 

execution, potentially external files used, etc., following a 

generic XML schema and, accordingly, dynamic user 

interface construction based on this schema. Equally 

important, it provides the means to guide the user of the 

application for effective interaction with the Grid, in the 

sense of job submission, data upload/download, etc. The 

potential and applicability of the proposed approach, as well 

as the benefits of Grid computing, are illustrated via two 

existing biomedical applications of bioinformatics and 

biomedical modeling context, respectively: a) the 

hyperparameter optimization of a Gaussian Support Vector 

Machine (SVM) classifier for human splice site prediction 

and b) the simulation of 2D cardiac propagation with the 

Luo-Rudy I model. 

It has to be noted that the focus of this work is not on the 

design and development of Grid-optimized applications, in 

the sense of parallelization, but rather on enabling the 

execution of existing time-consuming and computationally 

intensive applications, especially ones requiring multiple 

executions in the context of parameter studies, as often met 

in the biomedical domain. Our approach envisions an 

environment enabling management of the entire lifecycle 

application execution, in a transparent way for the end-user. 

The paper is structured as follows. First, the methodology 

adopted is presented, providing also relevant implementation 

details. Then, the test case biomedical applications are 

presented, illustrating the applicability of the proposed 

approach, as well as the results obtained and the benefits 

from their execution in a Grid environment. Finally, our 

future research directions and the conclusions drawn are 

discussed. 

II. METHODOLOGY 

A. Formal Application Description 

Aiming to formally describe existing biomedical 

applications so that an appropriate GUI for their execution in 

a Grid environment is generated dynamically, a generic 

XML schema was defined. The proposed XML schema, 

though simple, encapsulates all the necessary requirements 

for an application to be compiled and executed on Grid, i.e. 

input/output, software parameterization, potentially external 

files used, and so forth. According to this schema, the XML 

document corresponding to the candidate Grid application is 

parsed, resulting in the dynamic generation of an appropriate 

interface for job submission and management. Both the 

corresponding script and a suitable JDL (Job Description 

Language) file for job definition are created automatically. 

The only thing the user has to do is to specify the execution 

details of the application of interest, according to the XML 

schema. Following this schema, any application for which a 

compliant XML document is provided may be executed. 

 

 
Figure 1 illustrates the major elements of this schema. In 

more detail, the EXECFILE element corresponds to the name 

of the executable file, while the parameters of the execution 

are defined in the PARAMETER element, with each 

application having one-to-many parameters. The 

PROGLA!G element defines the programming language in 

which the application is written. Any external files such as 

libraries, dataset files etc., in which the application depends 

on are defined in the EXTFILES element. The COMPILE 

element is mandatory, in order to define the necessary 

  
Fig. 2.  Use cases diagram highlighting the user interaction patterns.  

 
Fig. 1.  Generic XML schema for application description. 



  

compilation features of the application, which takes place on 

the Worker Node (WN) that is expected to run. 

B. User Interaction Patterns 

The abovementioned XML schema constitutes the basis 

for the dynamic construction of an appropriate GUI allowing 

application execution in the Grid. The GUI encapsulates in a 

systematic way all the necessary steps one has to follow for 

job submission and management in the Grid. Figure 2 

depicts the user interaction patterns that have been 

elaborated in terms of a use cases diagram. In more detail, a 

UML sequence diagram is depicted in Fig. 3, as regards the 

use cases Submit and Save Job. Specifically, in order to 

submit a job, first, the user has to load the XML document 

describing his/her application and, after filling in the 

appropriate application parameters, he/she can create a 

VOMS (Virtual Organization Membership Service) proxy 

certificate and submit a job. If the job is submitted 

successfully, the user is enabled to save the job in a file, 

referred by the identity returned from WMS, and load it 

whenever he/she wants upon request. In case of a successful 

job execution, the user is enabled to retrieve the results of 

the application. 

 

C. Dynamic User Interface Construction 

In order to dynamically construct the GUI with respect to 

a valid XML application document, a software package was 

implemented. From a software engineering viewpoint, the 

package is depicted in Fig. 4 via a UML class diagram, 

presenting in a high level its major components (classes) and 

the relationships among them. In this design, the primary 

concern was flexibility. The main class, namely, 

XMLInterFace depends on the DomParser class, which 

offers the mechanism to parse the XML document. Classes 

WMProxyJobSubmit, WMProxyJobCancel, as well as 

WMProxyGetOutput (for job submission, job cancel and 

output retrieval, respectively) are independent of the 

DomParser class, enabling their code reuse for creating 

other interfaces.  

D. Application Description – Implementation Details 

The GUI constructed aims also to guide the user towards 

effective interaction with the Grid, with respect to job 

management in the entire execution lifecycle. For this 

reason, a control panel was created containing all the 

available user interactions patterns corresponding to the use 

cases defined. Figure 5 illustrates a screenshot of the GUI. 

The Utilities menu contains the XML Interface and the Grid 

FTP. The latter is used for file upload, when the application 

requires external files for execution, which should be stored 

on a Storage Element (SE). After loading a valid XML 

document, a form is generated dynamically containing all the 

control elements that the XML document defines, i.e. text 

boxes, buttons, etc., via which the user is enabled to submit 

jobs with different parameters. The Status button provides 

information for the state of the jobs on demand. 

The GUI was developed in Java, using the WMProxy API 

(Application Programming Interface) to communicate with 

the Grid infrastructure (job submission, cancel, and output 

retrieval) [10]. As a Grid middleware, gLite 3.0 [11] was 

configured and installed in Scientific Linux Cern 3.0.8. 

III. TEST CASES 

In this section, two test cases involving existing 

biomedical applications are presented that were executed in 

the Grid following the proposed approach, aiming to assess 

its applicability and virtue. 

A. Hyperparameter Optimization of a Support Vector 

Machine (SVM) for Human Splice Site Prediction 

SVMs represent a major advance in supervised machine 

learning algorithms used in a wide-range of classification 

 
Fig. 4.  UML diagram illustrating the main classes of the XML 

Interface. 
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Fig. 3.  Sequence diagram for the use case Submit and Save Job. 



  

and regression problems [12]. The performance of a 

Gaussian SVM is calculated by setting the cost (C) of the 

classifier and the gamma (γ) parameter of the Gaussian 

kernel. These hyperparameters need to be optimized, in 

order to maximize the cross-validated accuracy of the 

classifier. An exhaustive and time-consuming search of the 

(C, γ) pair namely, grid search, is the most commonly used 

method for selecting the best parameter pair within a 

predefined log-scaled range of values. 

In this example, an XML document according to the 

proposed schema was created to describe the ‘grid search’ 

application of the SVM classifier which is implemented 

using the libsvm (http://www.csie.ntu.edu.tw/~cjlin/libsvm/) 

library (Fig. 6). The goal is to identify the optimal 

hyperparameter pair so that the learning method can be 

optimally used for binary classification problems [13]. 

The GUI loads the corresponding XML document and 

automatically generates: 

 A shell script of the following form: 
grid.py [-log2c begin,end,step] 
[-log2g begin,end,step] [-log2p begin,end,step] 
[-v fold] [-svmtrain pathname] [-gnuplot pathname] 
[-out pathname] [-png pathname] 
[additional parameters for svm-train] dataset 

Also, the appropriate information as regards compilation of 

files is included automatically in the shell script. 

 An appropriate JDL file for the description of the 

job (resources, requirements, etc.). 

 An interface with parameters and user dialogs for 

the proper submission/management of the job. 

The constructed GUI enables the user to submit multiple 

jobs. Taking advantage of this option, grid search was 

implemented by splitting the (C, γ) parameters and searching 

into subsets for the optimal (C, γ) pair. Accordingly, the 

maximum predicted accuracy from the subsets was used to 

identify the (C, γ) pair giving the highest classification 

accuracy of all subsets.  

The performance of the proposed Grid-based 

implementation of the optimal hyperparameter search was 

evaluated on a widely-known bioinformatics classification 

problem, namely, splice site prediction [14-16]. Probabilistic 

descriptions of the 102nt region centered at a candidate 

human splice site were used to build the feature space and 

the execution times of the hyperparameter optimization step 

were estimated on cross-validated training datasets of 1,000 

and 10,000 positive and negative instances, respectively. 

The results of this experiment are shown in Table I. The 

 
Fig. 5.  Screenshot of the XML Interface illustrating the menu options, the step-by-step procedure of user interaction (the Grid FTP utility, the XML document 

load form and the control panel for jobs submission), as well as the job status information provided to the user on demand). 

 

 
Fig. 6.  Example XML document describing grid-search application. 



  

tested log-scaled parameters for grid search were log2c -6, 

5 with step 1, log2g 1, 8 with step 1 and 9-fold cross-

validation (v 9). Each line in Table I corresponds to 

submission of jobs for the same dataset and parameters, 

either using the split technique (last 4 rows) or not (first 

row). The results indicate a reduction in the execution time, 

which is able to reach 90.30%. At this point, it should be 

mentioned that the execution time cannot be reduced after a 

certain number of subsets, as the splits of the (C, γ) pair 

cannot be infinite. 

 

B. Simulation of 2D Cardiac Propagation using Luo-Rudy 

I Model 

Simulation of 2D cardiac propagation using Luo-Rudy I 

model is an in-house application implemented in C++ 

language that simulates the 2D cardiac propagation under 

different conditions [17]. The 2D monodomain model of 

cardiac muscle is used. A rectangular sheet of cells is 

simulated with a grid of 40x200 elements, which 

corresponds to 40x50 cells. Each cell consists of 4 

longitudinal elements (3 cytoplasmic and 1 junctional), with 

each element coupled by resistances. The Luo-Rudy I model 

is used for ionic kinetics. Regions of scar tissue can be 

defined, in order to introduce heterogeneity. During 

simulation, ionic and transmembrane currents, as well as 

action potential and gate parameters, are stored for certain 

predefined grid-points. This simulation application is useful 

in exploring the effect of different parameters variations on 

propagation characteristics. Therefore, testing the simulation 

with a series of parameter set combinations constitutes a 

valuable usage scenario. 

The program runs with configuration files which define 

model-related parameters, recording sites, cellular activation, 

and extracellular stimulation parameters. These files are 

uploaded to a SE with the help of the Grid FTP utility. An 

XML document is constructed for this application as well, 

describing all the necessary requirements and resources for 

its execution. Upon loading the XML document, the GUI 

builds automatically a Unix shell script of the form: 
#!/bin/sh  
start_time=$(date +%s) 
c++ matrices.cpp ion2kin.cpp LR_Model.cpp -o 
model.o 
./model.o LR_model.txt BR_positions.txt 
LR_cell_9_7.txt LR_time_stim115.txt 
finish_time=$(date +%s) 
echo Time duration: $((finish_time - start_time)) 

secs. > time.txt 

The script enables measurement of execution time of the 

simulation via the start_time and finish_time variables. 

This execution time can also be seen using the Status button 

of the GUI on demand. 

Figure 5 depicts the job submission form that is 

dynamically created for this particular application. Using this 

form, the execution time was obtained from a randomly 

selected CE (Computing Element) for one simulation with 

four parameters. Table II compares the execution times 

between a CE and a typical desktop computer. Evidently, 

Grid prevails as it is faster than the desktop computer. 

 

 
Besides any advantage as regards the execution time, a 

major benefit of such an approach is that a large number of 

parameter studies can be carried out. This feature enables the 

submission of huge number of jobs to the Grid with different 

parameter files (Table III), which can be executed in parallel. 

In this regard, scientists have the advantage to perform a 

large number of experiments and receive their results in a 

reasonable amount of time. This is clearly shown in Table 

III, depicting the results of four jobs submitted with different 

simulation parameters, four times each, as well as the 

average execution time calculated for each job. Another 

advantage of using the Grid is that a single desktop computer 

consumes a lot of computing power to execute multiple jobs, 

resulting in executing such kind of applications in a rather 

dedicated way. 
 

 

IV. DISCUSSION - CONCLUSIONS  

Grid computing has recently emerged as the main technical 

endeavor towards the realization of the e-Science vision 

[18], which aims to achieve global collaboration in key areas 

of science via the construction of the underlying 

TABLE III 

COMPARISON OF EXECUTION TIMES FOR THE SIMULATION OF 2D CARDIAC 
PROPAGATION USING LUO-RUDY I MODEL (MULTIPLE JOB SUBMISSION) 

Submission Job1 Job2 Job3 Job4 

1 19,150 sec 18,970 sec 19,165 sec 19,056 sec 

2 19,134 sec 18,979 sec 29,658 sec 19,028 sec 

3 19,142 sec 14,867 sec 19,156 sec 19,236 sec 

4 19,139 sec 18,969 sec 19,159 sec 19,022 sec 

Average time  5.32 hours 4.99 hours 6.05 hours 5.3 hours 

 

TABLE II 

COMPARISON OF EXECUTION TIMES FOR THE SIMULATION OF 2D 
CARDIAC PROPAGATION USING LUO-RUDY I MODEL 

Grid/Desktop Computer 
Execution 

times in hours 

Random CE of the Grid 7.84 

Processor AMD Sempron 

2600+ 
10.22 

 

TABLE I 

EXECUTION TIMES FOR DIFFERENT NUMBER OF JOB SUBMISSIONS 

Number 

of Jobs 

Time 

(in hours) 

% Reduction of 

Execution Time 

1 100.45 
Beginning of 

measurement  

4 (2*2) 32.99 67.16% 

6 (3*2) 24.90 75.21% 

8 (4*2) 19.56 80.53% 

16 (4*4) 9.75 90.30% 

 



  

infrastructure that will enable it. In the last decade, several 

projects have been launched worldwide for the development 

of the appropriate components for the establishment of Grid 

infrastructures with respect to middleware technologies, 

focusing also on the exploitation and usage of these 

infrastructures with test-bed applications in various 

application domains. Especially for life sciences, the 

potential of Grid computing is rather strong, due to the 

complexity of the domain and the persistent computational 

and storage requirements. 

Although major efforts have been made towards the 

abovementioned challenges, the existing Grid infrastructure 

lacks the means for user-friendly access towards its wide 

penetration and usage. In this work, we presented a generic 

Grid interface and execution framework for existing 

biomedical applications. The proposed approach relies 

primarily on a formal mean for applications description, in 

terms of their input/output, software parameterization and 

attributes for compilation and execution, potentially external 

files used, etc., according to a generic XML schema, 

enabling dynamic GUI construction based on this 

description. Equally important, it provides the means to 

guide the user for effective interaction with the Grid, with 

respect to job submission and management in its entire 

lifecycle. 

The potential and applicability of the proposed approach, 

as well as the benefits of Grid computing, were illustrated 

via two test case biomedical applications, highlighting the 

reduction of execution times and the advantages of multiple 

job submission in parallel, a feature particularly suited for 

parameter studies which are rather common in biomedicine. 

The proposed approach enables the execution of existing 

time-consuming and computationally intensive applications, 

without requiring for example software re-engineering for 

MPI (Message Passing Interface) Grid optimization, 

provided that a compliant to the proposed schema XML 

document for their description is available. Besides 

biomedical applications, our work may be applicable to other 

scientific domains, enabling user-friendly access and 

execution of existing applications to the Grid. 

The current implementation requires the installation of the 

gLite middleware in the computer hosting the GUI. This 

limitation is expected to be addressed, for example by 

developing a server-client tier, relying on either RMI 

(Remote Method Invocation) communication or on socket 

programming, to enable method invocation for job 

submission, canceling and output retrieval. In this regard, 

security concerns have to be further investigated. From a 

functional viewpoint, a forthcoming goal is also the 

enrichment of the approach supporting the definition and 

execution of application pipelines, in terms of workflows [6]. 

Towards this aim, existing workflow description languages 

and approaches applied in Grid are investigated [19]. 
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