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Abstract— The optimal treatment of patients with complex
diseases, such as cancers, depends on the accurate diagnosis by
using a combination of clinical and histo-pathological data. In 
many scenarios, it becomes tremendously difficult because of the
limitations in clinical presentation and histopathology. To 
accurate diagnose complex diseases, the molecular classification
based on gene or protein expression profiles are indispensable for
modern medicine. Moreover, many heterogeneous diseases
consist of various potential subtypes in molecular basis and differ
remarkably in their response to therapies. It is critical to
accurate predict subgroup on disease gene expression profiles.
More fundamental knowledge of the molecular basis and
classification of disease could aid in the prediction of patient
outcome, the informed selection of therapies, and identification of 
novel molecular targets for therapy.

In this paper, we propose a new disease diagnostic method, 
Probabilistic Boosting Tree (PBTree) method, on gene expression 
profiles of lung tumors. It enables accurate disease classification
and subtype discovery in disease. It automatically constructs a
tree in which each node combines a number of weak classifiers
into a strong classifier. Also, subtype discovery is naturally
embedded in the learning process. Our algorithm achieves
excellent diagnostic performance, and meanwhile it is capable of
detecting the disease subtype based on gene expression profile.

I. INTRODUCTION

HE accurate determination of tumor’s site of origin and 
pathogenesis is important for cancer diagnosis and 
treatment. In general, pathologists utilize a variety of

histological, genetic and immunologic techniques to make
site-specific diagnosis. However, current techniques are 
limited in their ability to distinguish different tumor types. 
Many specimens are incorrectly classified due to their 
morphological similarity to other tumor types. Also, a lot of 
samples remain poorly differentiated and difficult to relate to
any known tumor type. Moreover, many heterogeneous
diseases consist of various potential subtypes in molecular
basis and differ remarkably in their response to therapies. The 
development of high-throughput biotechnology has made it
feasible systematically monitor the biomarkers in complex
disease classification and outcome prediction [1] [2]. The 
emerging technology of gene expression analysis may serve as
molecular fingerprint that allow accurate classification of 
tumor types. The underlying rationale is that the same tumor
classes share some expression profile patterns unique to their

classes. These molecular fingerprints might reveal new 
taxonomies.
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Previous studies have demonstrated success in
discriminating known tumor types from expression profiles by
supervised classification techniques, such as linear 
discriminate analysis (LDA) [3], logistic discriminate method
[4], k-nearest neighbor (kNN) [5], Bayesian methods [6]
Support Vector Machine (SVM) [7], Boosting [8]. All these
methods tried to distinguish known tumor types from
expression profiles. However, they can not discover new 
subtypes. Unsupervised learning approaches, most commonly
used in this problem, have the advantage of being impartial to
currently accepted classes, but they may reveal a structure that 
is not biological significant. Most of the recent publications on 
this issue utilized clustering techniques, such as hierarchical
clustering[9], k-means[10], minimal spanning tree [11],
mixture modeling [12] and self-organization map[13]. These 
methods do not cluster the subtypes based on discriminative
features compared to normal tissues. In this paper, we are 
motivated to propose a novel joint classification and subtype
discovery algorithm in tumor classification based on gene
expression profiles of the disease and control. This method is
based on a new algorithm, probabilistic boosting tree, which is
capable of learning discriminative models for both
classification and class discovery. This method is
distinguished by its capacity not only to classify diseases from
normal controls, but also to detect subclasses within the tumor
samples based on their discriminative features. Evaluations
are also performed on public available tumor microarray data. 

II. METHODS

A. Probabilistic Boosting Tree-Based Algorithm 
We propose this method based on new learning framework,
called “Probabilistic Boosting Tree”, which use AdaBoost as
the basic unit for learning process. We introduce this method
in the logic of AdaBoost and probabilistic boosting tree.

AdaBoost
For self-consistency, we describe the general AdaBoost
algorithm first. In general, boosting is a method for improving
the accuracy of any given learning algorithm. AdaBoost 
solved many practical difficulties of earlier boosting methods
[14]. It takes (x1; y1; w1)… (xn; yn; wn) as input, where each 
xi belongs to some instance space (gene expression profiles in
this case), yi belongs to label set Y {+1,-1} (disease or
control), and wi is the weights of the samples. AdaBoost calls 
a given base learning algorithm repeated in t rounds. Dt(i)
represents the weight of the distribution on training example i
on round t (set of weights over the training examples). At each 
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iteration t, the base learner is used to find a weak hypothesis ht
appropriate for the distribution. The weight will be updated. 
Usually, the weights of incorrectly classified examples are 
increased so that the base learner is forced on the hard 
examples in the training set. The base learner is called again
with new weights over the training examples and the process 
iterates. At last, all the weak hypotheses are combined into a
single strong hypothesis using a weighted majority vote
(Please refer to details in Figure 1). The discriminative model
corresponding to the string classifier, H(x), is

The error rate ²  is proven to be bounded by

Figure 1. AdaBoost Algorithm
One of the key features of AdaBoost is that misclassified

samples in the previous training received more weights in the 
next time. However, AdaBoost can not rule out the chance
that the correctly classified samples be misclassified again. 
Thus, this new probabilistic boosting tree (PBTree) algorithm
utilized a divide-and-conquer approach in the training. 

Probabilistic Boosting Tree
In order to show our new method in a simple format, we 
denote the probabilities computed by each learned AdaBoost 
method as 

As shown in Figure 2, PBTree learns a tree in the training 
process: at each node, a strong classifier is learned using the 
AdaBoost algorithm. The training samples are then divided
into two new sets using the learned classifier: the left one and 
the right one. Then, a left sub-tree and a right sub-tree were
trained respectively. To control the overfitting problem to a
certain degree, variable ²  is defined to show the support
vectors, which means samples falls in the range of [1/2 ²,
1/2 + ²] are treated as confusing ones (support vectors), and 
they will be used in the left and right sub-trees for learning.

Figure 2. Two-class Probabilistic Boosting Tree Training Algorithm

Figure 3. Two-class Probabilistic Boosting Tree Testing Algorithm
In a similar way, the testing process for probabilistic

boosting tree in a top-down fashion. As Figure 3 illustrates, 
the testing process begin from the top node. It gathers the
information from its descendant and report an overall
approximated posterior distribution. This algorithm can also
turn into a classifier that makes hard decision. As q(+1|x) and
q( 1|x) are calculated, one can decide to go into the right or
left sub-trees by comparing these two probabilities. The
prediction of y is made at the leaf node of the tree by checking
the empirical distribution. Prediction result is then passed back 
to the top node of the tree.

B. Simulation and validation
For the purpose of intuitive understanding, a two-dimensional
point distribution was simulated, which consists of a synthetic
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dataset of 1,553 points. It is composed of 6 positive subgroups 
(total 573 points) and 7 negative groups (total 980 points).
The simulation parameter settings are shown in Table 1, and 
the resulting point distribution (as well as its PBTree
classification process) was shown in Figure 4. 

Table 1. Simulation parameter settings in a two-dimension point distribution
x y

class cluster
# points

distrib Mean /w* interval distrib Mean /w* interval

1 100 Gaussian 30 20 0.5 Uniform 70 105 0.5

2 110 Gaussian 95 5
0.5

Gaussian 40 15
0.5

3 100 Gaussian 0 10
0.5

Gaussian 40 10
0.5

4 100 Uniform 60 92
0.5

Gaussian 0 12
0.5

5 93 Gaussian 55 12
0.5

Gaussian -40 12
0.5

+

6 70 Gaussian -70 12
0.5

Gaussian 50 20
0.5

7 50 Gaussian 80 10 0.5 Gaussian 90 20 0.5

8 80
Uniform

20 50
0.5 Gaussian

15 20
0.5

9 100
Gaussian

60 12
0.5 Gaussian

42 15
0.5

10 110
Gaussian

-27 13
0.5 Gaussian

65 15
0.5

11 70
Gaussian

0 13
0.5 Gaussian

0 9
0.5

12 500
Gaussian

150 13
0.5 Gaussian

-20 25
0.5

-

13 70
Gaussian

-30 13
0.5 Gaussian

-15 15
0.5

*  refer to standard variance in Gaussian distribution; while w refer to width in uniform distribution

In high dimensional problems, many datasets can also be 
transformed into intuitive two-dimensional views by principle
component analysis (PCA).

C. Cancer Diagnosis based on gene expression profiling 
Lung adenocarcinomas are the most common form in lung

tumor. The histopathological classification of lung adeno-
carcinoma is challenging. Also, metastases of non-lung origin
are hard to distinguish from lung adenocarcinomas. More
fundamental knowledge of molecular classification of lung
adenocarcinomas may aid in the prediction of patient outcome
and the informed selection of novel therapeutic target.

A total of 203 lung adenocarcinomas and its pathological
control specimen were used to create 2 datasets. Total RNA 
extracted from samples was used to generate cRNA target, 
subsequently hybridized to human U95A oligonucleotide
probe arrays. A standard deviation threshold of 50 expression
units was used to select the 3,312 most variable transcript
sequences. Among them, 139 are lung adenocarcinomous
(127 cases are lung adenocarcinomas, 12 cases were adeno-
carcinomas suspected to be extrapulmonary metastases based 
on clinical history), and 64 pathological controls [15].

Our aim is to perform and evaluate the classification 
between lung adenocarcinomas and its pathological controls
and concurrent subtype (extrapulmonary metastases origin)
discovery for the lung adenocarcinomas using the gene
expression profiles.

III. RESULTS AND DISCUSSIONS

A. Probabilistic c boosting tree formation on synthetic 
dataset: a joint classification and clustering process 

Under this model, positive and negative samples in the
complex simulation dataset are naturally separated and

divided into groups by discriminative learning. Figure 4 
shows how the tree is learned and training samples are
divided. Samples which are hard to classify are passed further
down leading to the expansion of the tree. Clustering of 
positives and negatives is naturally performed by serving the
other as auxiliary variables. Since each tree node is a strong 
classifier, it is capable of dealing with samples of complex
distribution. There is no need to pre-specify the number
clusters. Also, the hierarchical structure of the tree allows us 
to report the clusters according to different levels of
discrimination.

______ _ _______ ________

Figure 4. Probabilistic boosting tree on 2D synthetic data has clear 
classification and clustering capability. 

We illustrate a probabilistic boosting tree on a synthetic
dataset of 1,553 points. Weak classifiers are likelihood
classifiers on features such as position and distance to line
functions. The first level of the tree divides the whole set into
two parts. The right side mostly has blue (dark) points since
they are away from the rest of the clouds. The tree expands on
the parts where positive and negative samples are tangled.
Additionally, leave-one-out cross validation shows that the
classification accuracy is around 98%, indicating that these 
methods has equivalently outstanding classification capacity
with other advanced methods, such as Random Forest (leave-
one-out cross validation accuracy is also around 98%). 

B. Lung Cancer Adenocarcinomas Diagnosis and subtype
inference by probabilistic boosting tree 
We evaluated the predictive capability of this probabilistic

tree using lung cancer dataset, which consists of 3,312
transcript variables. We aim to estimate the performance of 
probabilistic boosting on high dimensional gene expression 
data.  The leave-one-out cross valuation (LOOCV) shows the
classification accuracy is 88.7%, with the specificity of 86% 
and sensitivity of 90%. The results indicate strong 
classification capability of our PBtree algorithm, considering
random forest, one of the best classification methods, achieves
86.2% accuracy. For resulting two-layer probabilistic boosting
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tree, the training error is 0.0049, while the training error of 
resulting 3-layer probabilistic boosting tree, the training error 
reaches 0. Empirical p-value was estimated by permuting the 
dataset and re-evaluating the error rate. We permuting the 
dataset for 5000 times, none has lower error rate. It shows the
p-value is below 1/5000.
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S e n s i t i v i t y  =  0 . 9 0S p e c i f i c i t y  =  0 . 8 6E r r o r  r a t e  =  1 1 . 3 %

F N = 1 4F P = 9F a l s e

T N = 5 5T P = 1 2 5T r u e

N e g a t i v ee

S e n s i t i v i t y  =  0 . 9 0S p e c i f i c i t y  =  0 . 8 6E r r o r  r a t e  =  1 1 . 3 %

F N = 1 4F P = 9F a l s e

T N = 5 5T P = 1 2 5T r u e

N e g a t i v eeP o s i t i v

able 1 Leave-one-out-cross-validation using lung adenocarcinomas data byT
probabilistic boosting tree. 
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 Figure 5. Probabilistic boosting tree training using lung adenocarcinomas
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